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This work is dedicated to the memory of the latehlslél Tarbotton of Triton Consultants who
spearhead the initiative to take up this work. dtlgh this project, he spawned a new generation of
modelers, who, by following his example, will coné to push the boundaries of tidal models to ensur

the successful, safe and environmentally benigid louit of tidal power projects.
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SUMMARY

This project set out to develop a link between @ogeaphic computer models and Computational
Fluid Dynamics (CFD) models in order to improvetstaf the art modeling techniques used for
resource assessments and tidal turbine sitingditr §ingle and multiple TISECs.

The research was completed in two phases:

1. CFD Modeling and flume tank experiments of singtel anultiple turbine facsimiles in a
straight channel,

2. A case study modeling single and multiple turbiimelslinas Passage and Petit Passage.

Experiments were completed in the flume tank afitheversity of Victoria to measure thrust and study
downstream wake dissipation for turbine arraysoBedisc mounted on a force-measurement rig in the
flume tank were used to represent the turbinestidarimage velocimetry (PIV) measurement
equipment was used to visualize and quantify thkewstructures behind the disks. The PIV system
provided very rich flow-field data for a variety afray configurations clearly showing disc intei@ts

and wake structure. Data from the experimentalltesvas subsequently used to validate the turbine
thrust and wake field computed using the CFD anega@aenodels.

It was found that the CFD simulations did a reabt;gob in predicting the thrust force acting on
porous discs in several different array configunadi For all cases considered as part of this girdjee
thrust was predicted within 8% error of experiméngaults. The CFD simulations also did an adequate
job predicting the wake recovery behind porous sjidgwowever, significant tuning of turbulence
parameters was required to get a good match taiexgal data. The fact that thrust forces for esfch
the turbines can be predicted with reasonable acguand the wake can be tuned will allow site
developers to use this simplified method for plagrthe initial layout of turbine arrays.

A team workshop was hosted by the University oftdfi@ on July 18, 2012 to brainstorm CFD —
Ocean model coupling approaches. Two cross-coupligitnods were identified at the workshop:

i.  Mid Field CFD model: 100s of meters or even fewikmsize (see Figure 1)
ii.  Near Field CFD model: 10s of meters, only spaniing or few Ocean model elements around
the turbine(s) (see Figure 2)
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Figure 1: Mid Field CFD model approach
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Figure 2: Near Field CFD model approach

One of the key objectives of this project was tplgphese cross coupling methods to tidal sites in
Nova Scotia. At the project outset, it was antitgégathat all of the work would be applied to modeli
the flows through Minas Passage with inclusion ofusbines at the test berths. As the project
progressed, and the two different cross couplingr@aches were identified, the team decided to
include Petit Passage as a case study for testingid-field CFD approach while Minas Passage was
used for testing the near-field approach.

The near field-modeling approach was tested oMilnas Passage site by modeling four 16m diameter
turbines, one at each of the FORCE test berthgh Bfthe four turbines was first modeled in CFB (a
a porous disk) in a 200m x 200m area surroundirgy é&rth with inclusion of detailed bathymetry.
Inflow and turbulence conditions were sourced fiti Ocean model for the peak flood. To simplify
the analysis only the M2 tidal component was ugedrive the system. At peak flood (nominally
U=2.5m/s) the total estimated power productiorhin®cean model was 5SMW.

The near-field coupling method work shows greatmpse. The objective was to ensure consistency
between the Ocean and CFD models and in largatpanvas achieved. This methodology has a range
of potential applications including:

« estimation of total extractable power from a tigigdtem;

« informing wide tidal site selection,

« array layout and channel build-out;

» investigation of the impact of a tidal installation current patterns and tidal range;
» Investigation of the impacts of tidal installatioms one another, etc.

With this methodology in place, regulators, develspand other stakeholders in the tidal industry ca
virtually investigate any number of ‘what if sceits for the installations of free stream turbines
before ever driving a pile or laying cable.

The mid-field cross-coupling method was also susfedly implemented and demonstrated for Petit
Passage. The flow through Petit Passage was nibfielboth ebb and flood conditions (6 h each). In
general results from the CFD simulations showeddgagreement with Ocean model data, especially
where the flow is relatively uni-directional andtmmminated by large eddies.

A methodology was also proposed and subsequenthonstrated for how best to use the mid-field
modeling approach to identify suitable turbine dgptent locations. A deployment location along the
north eastern shore was identified as a possibbin deployment site. A simulation was subsedyent
run with the inclusion of a turbine. This simulati@lemonstrated the potential for using CFD to
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calculate power extracted by the turbine over altiycle as well as modeling the wake generated by
the turbine. This methodology could therefore xiemded to modeling tidal farm arrays with inclusio
of turbine interaction effects.

At this point, the CFD model of Petit Passage ilb @insidered preliminary because it has not been
validated against field data. While ADCP measureméiave been completed at several locations in
Petit Passage, the data is not yet available foliprelease.

The team therefore succeeded in meeting initigleptambjectives by testing two separate methods of
coupling CFD and Ocean models. Detailed modelsoti Minas Passage and Petit Passage now exist
that can be used as tools by project developerayarg out turbine arrays and technology develsper
to better understanding local inflow conditions.
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DETAILED TECHNICAL REPORT

A detailed report documenting the work completegbas of this project is provided in the following
sections. Due to the highly specialized topic db tivork, certain sections of the report are very
technical in nature and therefore presume the reiadfamiliar with the fields of Ocean modeling,
experimental testing and Computational Fluid Dyreami
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1 INTRODUCTION

This project aimed to develop a link between Oceamputer models and Computational Fluid
Dynamics (CFD) models in order to improve stateh&f art modeling techniques used for resource
assessments and tidal turbine siting for both simagld multiple TISECs.

Ocean tidal models are the tool of choice whenutating tidal height and associated current vejocit
for large coastal areas spanning hundreds of kiemmeover periods of days or even months. To
achieve this by practical means without use of supeputers, oceanographic models neglect some of
the small scale physics, such as wake modelingaradl scale turbulence that are extremely important
to the performance of in-stream tidal devices.

Conversely, CFD models are much better suited miulaiing small scale physics to capture
interactions between turbines, but are very contjmutally expensive especially when individual
turbine blades are modeled. Typically, CFD modétsukate turbine performance in an idealized
channel for a specific current speed and for stiorations no more than a few minutes. CFD models
therefore neglect the effects that energy extradtias on the overall tidal resource and fail taoaot

for the complexity of a real world tidal flow thigtcontinuously reshaped by the local topography.

Therefore, traditionally, Ocean models are usedfmessing the magnitude of tidal resources i larg
areas such as the Bay of Fundy while CFD modelsised by technology developers to predict turbine
performance.

This project set out to draw from the strength®ath modeling approaches by developing methods of
combining the ability of Ocean models to capturdifld effects and CFD models to accurately predic
the flow in very close proximity to the TISEC. Oataes of this project will benefit both tidal turbin
farm developers for site assessment as well asinedesigners for better understanding local inflow
conditions.

In order to successfully complete this project, @tifaceted team of researchers was assembled both
from industry and academia with expertise in ocgaauhic modeling as well as experimental testing
and CFD modeling of both horizontal and verticakaurbines.
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2 OBJECTIVES

This project aimed to develop a link between Ocgeamghic computer models and Computational
Fluid Dynamics (CFD) models in order to improvetstaf the art modeling techniques used for tidal
resource assessments as well as turbine-resousradtions for both single and multiple Tidal In
Stream Energy Converters (TISECS). Tidal sites @avaNScotia with anticipated turbine deployments
were used as test cases.

Experimental testing, CFD simulations and Ocean atiog techniques were used to achieve the
scientific objectives. The research was complatawo phases:

1. Modeling and flume tank experiments of single andtiple turbines in a straight channel;
2. A case study modeling single and multiple turbiimelslinas Passage and Petit Passage.

The objective for the first phase of the work wa$dcus on generating high quality data and sinmrat
results for the idealized case of single and meltidSECS in a straight channel. Experiments in the
flume tank at the University of Victoria were comfad to study downstream wake dissipation and
measure turbine thrust. Porous disc mounted once-{fmeasurement rig in the flume tank were used to
represent the turbines. Particle image velocim@ty) measurement equipment was used to visualize
and quantify the wake structures behind the dBk$a from the experimental results was subsequently
used to validate the turbine thrust and wake fielchputed using the CFD and Ocean model.

The first phase of the work therefore determineal strengths and limitations of both the CFD and
Ocean models.

The objective of the second phase of the projest twaapply cross coupling methods to tidal sites in
Nova Scotia in order improve the state of the &rhodeling tidal turbine and resource interactiohis.

the project outset, it was anticipated that alltled work would be applied to modeling the flows
through Minas Passage with inclusion of 4 turbiatshe test berths. As the project progressed, and
new information became available, the team dectdealso include Petit Passage as a case study for
testing a mid-field CFD approach to cross-couplirithe objective of the mid-field approach was to

push the boundaries in terms of model size by gitiew to model part or even an entire tidal channel
using CFD.
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3 LAB SCALE TURBINE EXPERIMENTS

The first phase of the work focused on generatiigh fyuality data and simulation results for the
idealized case of single and multiple TISECS inraight channel. Experiments were conducted in the
University of Victoria Fluids Research Lab. A piauof the water tunnel is shown in Figure 3-1.
Experimental results provided data to validate tthbine thrust and wake field computed using the
CFD and Ocean models. Several array configuratom® tested in the flume tank. Particle image
velocimetry (PI1V) data were collected for a horitarplane covering most of the tunnel test section.
This provided a far richer data-set than would émsible using other measurement techniques such as
pitot tubes, hot-wires or ADCP.

Figure 3-1: Flume Tank at the University of Viceori -

3.1 WATER TUNNEL

The water tunnel test section has a cross secfid®on x 45cm and length of approximately 2.5m.
The top of the test section can be open for testslving a free surface (air-water surface), or ban
closed using two acrylic lids. With the lids intal, the flow can be slightly pressurized, andefiects

of free surface deformation are then no longergmesThis was the chosen configuration for thislgtu
to avoid the additional computational expense anwdmexity of modeling a free surface. The walls of
the test section are clear acrylic allowing optaadess through the sides and bottom.

The flow is driven by a single-stage axial flow petier pump delivering a maximum flow rate of
405L/s. The pump shaft RPM is controlled using TlshVT130H7U6270 frequency controller. The
frequency setting is specified as a percentagehef max and the nominal frequency of 40%
(corresponding to approximately 1.4 m/s in the settion) was used for most of the experiments
presented here. The test section velocity can repdb 2.0m/s; however it was found that in pragtic
speeds above 1.5m/s led to entrapped air-bubblideifiow, which were detrimental to the collection
of PIV data. The inflow to the test section is citioded with a perforated plate, honeycomb sectfon,
high-porosity screens and a 6:1 contraction. Ddéwas of the test section the flow is diverted by
turning vanes in the return plenum into the retiloa pipe located underneath the test section. The
design turbulence level is approximately 1.0% havethis was also assessed as part of the
experimental campaign.

As part of this project, the water tunnel lids waredified to incorporate access hatches which a&tbw
the porous disks to be mounted in a wide varietgaffigurations. The hatches were placed at three
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preset distances away from the flume inlet. Addii mounts are also provided to secure the disks a
varying distances away from the flume tank cemerli The depth of submergence can be easily
adjusted by clamping the tubular mount at the dddincation. The circular hatch seen in Figurei8-2
for the physical rotor testing apparatus, so thatltinations of porous discs and a spinning rotartsa
tested together. The test rig therefore allowgdsting a wide range of turbine configurations.

PART #
TRAPD-001 | TUNNEL TEST SECTION |1
TRAPD-002 | UPSTREAM LID 1
TRAPD-003 [ DOWNSTREAM LID 1
TRAPD-004 | HATCH 3
TRAPD-005 | CLAMP 3
2
1
2

TRAPD-006 | PLUG
SPD-ASM INSTRUMENTED STING
TRAPD-DSA | DUMMY STING ASM.

Figure 3-2: Water tunnel test section with lidstaiked. The three rectangular access hatches \wdded during
this project to allow for many array configuratians

3.2 PorousDiIsks

The turbines were represented in the experimentpdipus disks. These disks were designed to
provide a specific resistance to the flow such thattotal disc thrust force was representativéhef
thrust of an actual spinning rotor.

The porous disks were designed using the comme@ad tool ProE and fabricated using a fused
deposition modeler (FDM). This is essentially afgihter that builds-up the model geometry in layer
In the early stages of the project, several disksewreated with varying porosity. These werestbit
determine the relationship between the disk dragfficeent and porosity. It was determined that a
porosity of 50% gave a drag coefficient of apprcadiety 0.9, which is similar to that of a turbine
operating at its maximum efficiency. Thus 50% pdayodisks were used for all of the experiments
presented in this study. Discs were fabricatedh ditmeters of 10cm and a regularly spaced grid of
square pores. A sample disk is shown in Figure 3-3.

It is important to note that porous disks are ailyiiles of actual turbines. Their primary similgris

that both turbines and discs extract energy (moummentfrom the flow. Of course, the flow
phenomenon is different in both cases; for turhimesombination of lift (pressure) and drag (visou
forces are created locally by the blades, whereasdiscs create the pressure drop through the disc
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through viscous losses and associated downstreathsrale turbulence only. Flow phenomenon such
as swirl and discrete vortex sheets shed from lddeb are also neglected when using porous disks. |
sum, the overall pressure drop and momentum chargerienced by the flow passing through an
actual rotor or porous disc is similar, but the gibgl mechanism is different.

Figure 3-3: 10 cm dia. porous disk printed usingMnachine

3.3 FORCEMEASUREMENT

It was necessary to mount the porous discs in timmel and to measure the thrust force. Two
conceptual designs were assessed early-on in tjecpfor achieving these goals. The first involved
measuring the force with a load cell and a leven.aiThat design would have measured the drag of
both the porous disk and the sting holding it iacel This would have led to increased uncertaimty i
the force readings because it would not measurdiicedrag directly. The solution was to houseaallo
cell in a watertight enclosure which connecteddisk to the mounting sting. The design is shown in
Figure 3-4.

This setup allowed the disk drag to be measuredctiir The chosen load cell was the Omega
LCMKD-20N, rated to a maximum load of 20N. The exfeel forces in the experimental campaign
were approximately 10N. The sensor was chosenavid® a good signal-to-noise ratio, and to be as
unobtrusive to the flow as possible. The load kall a diameter of 0.5in = 1.27cm. The housing was
made to have the smallest diameter feasible, wéncled-up being 0.75in = 1.905cm. While this may
seem large compared to the disk diameter of 10cenctoss sectional area of the sensor housing was
only 3.6% of the disc area. This was considered@eable.

The manufacturer’s calibration for the load cellswe longer applicable due to some frictional effec
present in the housing seals, so a detailed ctbbravas conducted for the in-situ load cell. Thiag
was oriented vertically and known masses were bamdo the porous disk, during which time the
sensor output was recorded. Plotting the sensqubuws. load provided a calibration curve shown in
figure 3. The calibration tests were repeated thiems to assess the repeatability. Some minor
hysteresis was observed, but there was good censjsbetween the three tests. The uncertainty from
sensor repeatability was estimated using standatidt&cal techniques and is given in Table 3-1.
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]
— ITEM | PART # NAME QTY
- il SPD001 PILON 1
1
— 2 SPD002 REDUCER FITTING 1
—_— 3 SPD003 HOUSING 1
1
I 4 SPD004 CELL HOLDER 1
— 5 SPD005 PUSHER PLATE 1
A m— 6 SPD006 SLIDER ROD 2
[ % 1ad 7 SPD007 SLIDER BUSHING 1
9l
‘ e 8 SPD008 END PLATE 1
[ 9 TRAPDO12 WASHER PLATE 2
Ny s co
SECTION A-A ] 17 PD009 NDUIT 1
[ 10 51205K471 1/8 NPT NIPPLE 1
1
. 11 LCMKD-20N |LOAD CELL 1
— 12 CUT-OFF 4-40 SCREW 2
- 13 9262K614 1X13 METRIC O-RING 1
1 2 3)(4 7)(8 _—
[ 14 9262K611 1X4.5 METRIC O-RING 2
S
15 92185A112 4-40X3/4 SCREW 2
16 16 92185A106 4-40X1/4 SCREW 2
[ Fro T 7
T ;
SECTION B-B
SCALE 1.000
9

Figure 3-4: Detail of the load cell housing
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Figure 3-5: Sensor Calibration Curve
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Table 3-1: Sensor uncertainty determined from catibn tests

Sensor output (mTV) Uncertainty (mTV)

0.075¢ 0.005¢
0.203( 0.013¢
0.334( 0.018:
0.601( 0.020:
1.600C 0.020:

3.4 RAIL SYSTEM

Since PIV data were required along the entire tulergth and width, it was necessary to move the
camera many times to obtain a full flow field fach test case. This would not have been feasible
with the existing camera mounting system in placéhe lab, so a set of rails (visible in Figure)3-6
were installed to allow the camera to be placeahgthorizontal position easily. The rails ensuteat t
the camera was always at the same height. Similaglyaser was mounted on rails to allow transtatio
in the x direction. Great care was taken to ensae all of the rails were perfectly level so tliag
laser sheet would always be at the same heighh ihig system in place, images could be takenl at al
of the required horizontal locations without havinge-focus the camera or adjust the laser.

Figure 3-6: Experimental setup. The camera andriasse mounted on rails to facilitate efficient leaition of
PIV data over the entire test section width andytan

3.5 ARRAY CONFIGURATIONS

At the beginning of the project, a large numbediffierent array configurations were defined. During
the experimental campaign, it was realized thattesat of the original planned configurations would
suffice. The final set of disk configurations isvsmarized in Table 3-2. The parameteyD refers to
the streamwise separation between two disks (mgeasf disk diameters), whilaz /D refers to the
lateral (side by side) spacing between disks. Aemaetailed visual description of each test set is
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provided in Table 3-3. The tests have been seldotdirst determine baseline resistance coeffisien
for the various disc porosities, before investiggitthe discs in various configurations. Note thiat d
porosity determined the resistance coefficient,cwras a non-dimensional quantity did not vary with
test condition and was an input to the analysiesod

Table 3-2: Summary of porous disc array configuwas

Set Description Case #disks AxID AzZD f

1 test Re depender a 1 25
b 1 35
C 1 40
d 1 45
3 two disks in tande a 2 3 0 40
4 two disks sid-by-side a 2 0 0.1C 4a¢
b 2 0 0.8C 40
6 three disks sic-by-side a 3 0 0.2t 40
7 three disks stagger b 3 3 0.2t 40
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Table 3-3: Description of experimental tests

Test Description
Set 1 | Impact of inflow speed on disk thrust and wake abgaristic
Velocity sweep: 0.5m/s to 1.8 m/s, Dia.=10cr#@9

FRONT TOP
Set 3 | Two disks aligied streamwis, Dia.=10cr, C:=0.€, Ax=30cn, U=1.5m/s

91cm |

Set 4 | Two Disks aligned transversDia.=10crm, C:=0.€, Ay={1,8}cm, U =1.4m/s
! |

91cm

Set 6 | 3 disks aligned transvel, Dia. =10 cn, Cy= 0.9 (approx.,, Az=2.5 cn

91cm

;
a| 1 |la

Z| : Z AZQ
¥
‘ a ‘ Az,

i

i 10
|

Set7b | Impact of Staggered Spacing sks: Dia.=1Ccm, C=0.€, Az=2.5¢cn, Ax=30 cn

91cm

T
! -
A; : A
Z] : z Az
! p—
e ﬁ I' Ax }
H 1
i
! 10
i U
i
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3.6 PIV SeETUP

The camera was mounted on the carriage assembtiieorails under the water tunnel test section,
while the laser was positioned on a second sedilsf mounted on an optics table beside the turasel t
section as shown in Figure 3-6. The camera usedhedsA-Vision VC-Imager Intensé\ lens with a
focal length of 14mm was used to capture fairly evamhgle images to reduce the total number of
camera positions required for each test case. |dfgest aperture settindg-§top=1.4) was used to
capture the most light possible, allowing a reliiviow power setting to be used for the laser
(typically 40%). The laser model wasNew Wave Research SOLO Pdass |IV) operating at a
wavelength of 532nm with a maximum energy per-pafsE00mJ and pulse duration of 6ns.

Images were taken in a double-pulse double-expasoe. In this mode, the laser is fired a firstetim
while the camera records the first frame, thenrafteser-defined time delay, the laser fires arsgco
time and the camera takes a second frame. Thervegtts are then calculated using a cross coicglat
analysis of the two recorded frames. The time didaget depending on the flow velocity and size of
the interrogation window size (interrogation windoare described in the next section) and can lee fin
tuned to provide an optimal particle displacemeantnf the first frame to the second. Most of the
experiments were at a flow speed of approximatelynis, and the time delay was typically 700us. The
system was operated at a data collection rate af Bhtaning that two frames (to produce a single
vector field) were collected each 0.2s. For eagbegrment, images were taken with the camera in
many different positions to capture the flow fighda plane spanning most of the test section. Boh e
camera position, 150 image pairs were taken torenan acceptable level of uncertainty in the
calculated mean velocity field. (See section 38 details on how the uncertainty was assessed)e On
the time-averaged flow fields were obtained forheaamera location, they were stitched together to
create a single continuous vector field spanniegetfitire measurement plane.
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3.7 PIV PROCESSING OBTAINING INSTANTANEOUSVECTORFIELDS

The PIV data were processed using the commerciala® Davis v7.2 A sample raw image and the
resulting velocity field are shown in Figure 3-7hig section describes the general methodology for
obtaining vector fields from PIV data. A more dkgdidescription of the specific software options
applied is provided in Appendix A.

The PIV method splits-up each image into a settfriogation windows. For every window in the first

frame, there is a corresponding window in the sdcflame. The method computes the cross-
correlation function between the image intensitiethe corresponding interrogation windows from the
first and second frames. The cross correlatiorimed by;

x<n,y<n

n n
C(dx,dy) Z Li(x,y),(x +dx,y + dy), dx<§,dy<§ (1)
x=0,y=0

where x and y are coordinates with their origimthat bottom left of the interrogation window.and

are the image intensities (brightness) in the fastl second interrogation windows. The second
interrogation window is often shifted by a distarmeresponding to the estimated velocity. Provided
the window shift corresponds to the true velocitg tpeak correlation should occur at dx=dy=0.
Without shifting the second interrogation windowisiimpossible to calculate velocities correspandi

to a particle displacement larger than ¥ of theriegation window length.

The methodology employed during this study wasrka €alculate a coarse resolution vector fielchwit
large interrogation windows. Then that field wagdiso shift the interrogation windows for the next
iteration, which used smaller windows, providindgteeresolution. This process of refining the vecto
field resolution was repeated several times.

3.8 PIV POST-PROCESSOBTAINING A TIME-AVERAGED VELOCITY FIELD

The goal of the experimental campaign was to oltiair-averaged velocity fields for comparison to
steady-state CFD simulations. During the data ctitie campaign, an analysis was done to determine
the number of instantaneous vector fields requicedbtain a statistically converged mean velocity
field. The time-averaged velocity, (x, y)was found using:

Ne
— 1

t4

-1
The uncertainty in the mean was found for a 95%idence interval using:
Ne [u X, —u,(x,y,t; 2
Ug, (x,y) = 1.96\]2 [ux (x, ) Nx( Y, t)] 3)
i=1 .

This gave an uncertainty field which varied spétialhe spatial rms of the uncertainty was evaldate
using;
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Nxy

1
rms(Uy,) = N_xyz[Uﬁx(xhyi)]z *)
i=1

The rms and maximum uncertainty were then plottgairest number of time sampl@s,) for each
camera position. The desired level of uncertainig w 2% for the rms, and < 5% for the max. These
goals were met using less than 150 samples iraaleca locations except for right at the porous,disk
where the highly varying velocity field resultedhiigher uncertainties. Figure 7 shows how the maks a
max uncertainty converged with increasing numbesahples for case 7b at the downstream disk
location. Figure 8 shows the spatial variationhaf tincertainty with 150 samples for the 7b casete N
that the uncertainty is well below 5% except fdew locations just downstream of the porous disk.

The vector fields from all different camera locasowere then stitched together using linear
interpolation in overlapping regions. For each tes$e, the inflow velocity/, was determined by
taking the spatial average of the time-averagedcityl over the entire camera frame for the most
upstream camera position recorded. This inflow siglowvas later used as a boundary condition for the
CFD simulations.

set7h p5s0 x0700 y0000 setTh psi0 x0700 y0000

2.5 : 15.0

10.0

\ﬂg

max (Us

= = = A= 3 - =
50 75 100 125 150 v J_’:; 50 75 100 125 150

N samlples N samlples
Figure 3-8: Convergence of the uncertainty in tingetaveraged velocity with increasing number of glas for
case 7b at the downstream disk location

0.0,z

vy (mm)

-80 60 40 -20 0 20 40

X (mm)

Figure 3-9: Spatial variation of the uncertaintytime time-averaged velocity for case 7b at the dmgam disk
location using 150 samples. The black region isreftaemask has been applied (no vectors have bdeulated)
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3.9 TURBULENCEANALYSIS

The wake recovery behind porous disks is senditibe level of turbulence present in the flow.u¥h

it was required to evaluate some fundamental cleniatics of the turbulence present in the
experimental runs. The CFD simulations used adwation turbulence model which solves transport
equations for the turbulent kinetic enerigyand the dissipation rate These quantities must be set at
the inlet to the CFD simulation, but often the tlemce intensity and length scalg. are defined by
the user, ané ande are calculated using:

k=220 (5)
2
.
2
€=— (6)
Le

3.9.1 Turbulent Kinetic Energy

The turbulent kinetic energy was obtained from B&¥a using its definition;

11—
k= E(u;z + uif + up (7)

Because 2D PIV data were collected, the verticalk€tocity component was not available, so it was
assumed thaf,, = u,. This is likely a good assumption given the syminegeometry of the test
section. The values of the fluctuating velocity gmmentsu, andu, were obtained in the following
manner. The PIV data from the most upstream capesiion were used. The camera field of view at
this location covered a region from 400mm to 250mpstream of the upstream disc position. The
time-averaged velocity field was first obtainedtbiing the average of 150 samples in time. Then, th
fluctuating velocity components were found by sabting the time-average from the original
instantaneous velocities. The turbulent kineticrgpevas then found using:

k= %u_+u_ (8)
The uncertainty in each fluctuating velocity comeoh depends on the number of independent
samplesVs. For samples to be independent they must be dedaby twice the length scale of the
dominant eddies (the integral length scale), asd #iey must be separated in time by twice the-time
scale of the dominant eddies [1]. The number ofigibaindependent samples was defined based on
the estimated integral length scale (defined ladew] the size of the camera capture area. With an
estimated length scale of 25mm, only nine sampliegtions in the vector field could be considered
independent. However, all samples in time werepeddent due to the relatively slow collection rate
(5Hz) of the PIV system. This gave a total Nf = 1350 independent samples for the fluctuating
velocity components. The uncertainty in the fluting velocity components was found using the
method described in Benedict and Gould [2].
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1

Usz = 1.96{1\]l [u_;* ~ (u_f)z]}z for i = {x,y} (9)

The uncertainty in the turbulent kinetic energy wan defined using typical techniques for uncatyai
propagation.

o [Fonr o)

The turbulent kinetic energy was typically aroung: 2.0 x 10~* with an uncertainty of approximately
10%. This uncertainty could be improved by takingrensamples in time. This gave a turbulence
intensityl of approximately 0.8%.

3.9.2 Turbulent energy dissipation

The dissipation rate is much more complicated terdgine than the turbulent kinetic energy. Typical
methods involve determining spatial gradients ie tlurbulent energy using finite differencing
technigues, and require very precise data at ahigtyresolution. For example, Tanaka and Eaton [3]
have developed a correction method for reducingeffext of senor noise on the calculated dissipatio
rate which requires a spatial resolution betwed® ahd 1/2 of the Kolmogorov microscale, (typically
on the order of 200pum). Such resolution was nosipéswith the current camera system at UVIC.

For these experiments, the dissipation rate wasaistd using an alternate approach which relies on
the universal similarity of turbulent energy spacin the inertial subrange. In the inertial subeng
energy is transferred from larger eddies to smaliers at a rate equal to the dissipation ¢at@ this
range the effects of viscosity are negligible amsetsional analysis yields Kolmogorov's famous
K53 law:

2 5
E(K) = Ce3K3 (11)
Where C is a constant, typicalty= 5. K is the wave-number, and E is the turbulent kinetergy
present at a specific wave number. The expressioth& power spectrum can be non-dimensionalized

using the Kolmogorov length scate(v3/e)'/* :

28 = cony'S 12

(ev®)4
Now, the above equation represents a 3D energytrapecUsing 2D PIV data it was not possible to
define the 3D energy spectrum as defined above.eiery it was possible to define 1D spectra along
the x direction for both x and y velocity comporgenising standard fast-Fourier-transform (FFT)
techniques. The theoretical solution for these Hergy spectreE;;(K;) and E,,(K,) are given for
isotropic turbulence by:

18
E11(K1) = EE(K) (13)

Prepared for: OERA Final Report 29



Cross-coupling between device-level CFD and Ocegaptac Models applied to multiple TISECs in MineasBage February 112012

22
Ezz(Kz) = %E(K) (14)

When non-dimensionalized, these 1D spectra arectsaV for all flows if isotropy can be assumed.
Thus, assuming the experimental turbulence isapatr the spectra obtained from the PIV data must
adhere to these analytical solutions. This assompvas used in a method whereby an assumed
integral length scale was tuned until the energcsp obtained from the PIV data matched the known
solutions in the inertial subrange. This approacfuither discussed in Appendix B. The resultshef t
method are summarized in Table 3-4 .

Table 3-4: Summary of the inlet turbulence analysgilts for case7a

Parameter value units

Turbulent kinetic energy k = 1.9 x 10™* m?/s?

Integral length scale L. =25 mm
Dissipation rate e=10x10"% m?/s3
Kolmogorov scale n =310 um

3.10REYNOLDS INDEPENDENCE ANDCONSISTENCYBETWEENDISCS

There were two goals of the setl experiments. s as to evaluate the Reynolds dependence of
porous disks, and the second was to compare tliefdree of the three porous disks (of the same
design) used in the experiments. The drag forceradied from the sensor readings, and the computed
thrust coefficientC are shown for a variety of water tunnel inflow ege (/;) in Figure 3-10. Based

on these results, it was decided that the diskavmhsimilarly enough to be considered equivalent.
This justified using symmetry planes in the CFD wgtions, which reduced computational expense.
The plot ofC; may seem to imply a slight upward trend with irsieglU,, however this was within
the experimental repeatability, and it has beenrasd thatC; is invariant with Reynolds number. A
more detailed study with a larger range of Reynoldsibers and highly repeatable results would be
required to fully assess the Reynolds independehperous dislkC; and wake characteristics.
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Figure 3-10: Disc drag force (left) and thrust ci@knt (right) for three different discs and a iety of inflow
speeds

3.11SHED VORTICES

The PIV data in the immediate wake was quite cbaatid contained large scale turbulent eddies of
diameter up to approximately 1/3 of the disc diamefhese flow structures remained relatively
coherent for several diameters behind the discsrédfecoming totally chaotic. An example plot is
given in Figure 3-11 showing a streak of eddiesidham the disc edges. The black region is wheee th
vector field has been masked out due to the stinthé image background. The color of the plot
corresponds to vorticity and the vectors show tllaity relative to the spatially averaged velocity
Large vortical structures are evident in the wake.
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Figure 3-11: Large vortical structures shed frone tisc edges were evident in the experimental flows

3.12SUMMARY OF FORCE ANDINFLOW VELOCITIES

The inflow velocity, disc force and thrust coeféint are summarized for all of the experimental gase
in Table 3-5. The uncertainty in the disc force wlatermined using the values from Table 3-1. The
thrust coefficient was calculated using;

D exp

1
ijgAd

whereD,,,, is the experimental disc force, aAg is the cross sectional area of the porous dise. Th
thrust coefficient uncertainty was determined udiymjcal error propagation techniques for the force
uncertainty.

Cr = (15)

Prepared for: OERA Final Report 32



Cross-coupling between device-level CFD and Ocegaptac Models applied to multiple TISECs in MineasBage

February 112012

Table 3-5: Summary of disc force and inflow velocit

Config. Inst. discposition U, (m/s) discforce (N) Cr
1le Cente 0.896¢ 2.65+0.22 0.836+0.069
1c Cente 1.425: 6.88+0.30 0.863 +0.037
3e Upstrear 1.407¢ 6.96 £ 033 0.897 £ 0.042
3¢ Downstrear 1.405& 1.86 £ 0.19 0.238 +0.024
4¢ Left 1.408: 7.67 +£0.34 0.985+ 0.043
4k Left 1.401¢ 740+ 0.33 0.959 +0.043
6¢ Cente 1.414¢ 7.77 £0.32 0.989 + 0.040
6e Side 1.417¢ 7.82+ 033 0991+ 0.042
7h Front 1.395° 7.24+0.37 0946+ 0.048
7h back 1.398: 7.78+0.31 1.013 £+ 0.040
Prepared for: OERA Final Report 33



Cross-coupling between device-level CFD and Ocegaptac Models applied to multiple TISECs in MineasBage February 112012

4 CFDMODELING OF FLUME TANK EXPERIMENTS

Mavi and UVic both created CFD models to replidaiene tank experiments. This chapter contains a
general description of the CFD methods used, asaselocumentation of several studies conducted by
UVic and Mavi.

4.1 SIMULATION SOFTWARE

UVic and Mavi used different CFD software packatf@sughout this study. This was done to assess
whether the simulation results were software-depehdnd to provide a means to implement slightly
different approaches to the CFD modeling that wdwalde been difficult to implement in just one of th
two software packages employed.

4.1.1 UVic CFD Software

UVic used the general purpose CFD solver ANSYS @éixall simulations. CFX uses a finite volume
Navier-Stokes solver formulated in primitive valied The advection scheme chosen for all
simulations was the high resolution option, whishaiblend between the 2nd order accurate central-
difference-scheme (CDS) and the 1st order accunptgind scheme, where the blend factor is
determined throughout the simulation and favors @S scheme except in situations where the
stability of the solution may be compromised. CEXes a co-located grid and avoids even-odd
decoupling with a modified Rhie/Chow interpolatiomhe software uses a fully implicit discretization
and a coupled solver which uses an incomplete laypper (ILU) factorization technique. This is an
iterative solver that approaches the exact solutiaite discretized equations over the course afyma
iterations. This approach allows the specificatifra timestep for steady state simulations; however
this term serves only to under-relax the governgmgiations. The solver is accelerated using an
algebraic multi-grid technique called additive eation.

4.1.2 Mavi CFD Software

Mavi used the general purpose CFD solver STAR-CGdt+all simulations. Similar to ANSYS CFX,
STAR-CCM+ uses a finite volume Navier-Stokes salvidre convection scheme used is a 2nd order
accurate upwind scheme. The solver uses Rhie/Cyymavidressure velocity coupling combined with a
SIMPLE type algorithm.

4.2 GOVERNING EQUATIONS

Both analysis codes solved the Reynolds-AveragedieNaStokes (RANS) equations for all
simulations. The flow was assumed to be incompressind all lab-scale simulations sought steady
state solutions. The simulations in this papejlewed thermal effects, allowing the energy equmti

to be neglected. Thus, the dissipation of turbukémetic energy did not contribute to heat produrcti

nor did viscous shear. The impact of heat prodndasonegligible because as demonstrated by Corten
[4], the heat produced by a turbine is insufficitmtcause a noticeable temperature increase in the
downstream flow. For steady, incompressible flott&8 RANS equations can be expressed in a
compact form using Einstein notation:
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du;

- (16)
an 0
ﬁj% = 9 [P v Jue _ wiui| + ] 17
ox;  0x; p 0x; p

whered;; = 1fori = j and equals zero otherwisg. is a time-averaged momentum source, used to
impose the porous disc forces on the flow.

4.2.1 Turbulence Closure

The Reynolds averaging process introduces additistrass terms (Reynolds stresses) into the
instantaneous Navier-Stokes equations, as docuthémtaumerous CFD text such as Versteeg and
Malalasekera [5]. The Reynolds stresses are modedad) a turbulence model and several options
exist. In all simulations presented here, k@ SST model by Menter [6] was used due to its well
documented [6] [7] [8] [9] performance.

The SST model is as a combination of the standardand Willcoxk-w models, taking advantage of
their mutual strengths. Namely, thee model performs well for free shear flows, while #1w model
works well in the viscous sub-layer. The SST madss a blending function to implement they
model near no-slip boundaries, and a re-formulatgdion of thek-e¢ model outside of the boundary
layer. Since many of the flows presented in thigoredid not employ no-slip boundaries, the SST
model is equivalent to the standard for these cases. The turbulence model transpogtiems were
solved using the first order upwind scheme.

4.3 SPECIFYING POROUSDISK FORCES
Two differing approaches were taken for settinggbmous disk forces in the simulations.

UVic employed a method for setting the disc foroeas to match the experimental drag for every test
case. This was useful for assessing the differebetgeen the experimental and simulated wakes with
the exact same disk force applied to both flows.

Mavi, on the other hand used a methodology wheralitk resistance coefficient was always constant.
This allowed an assessment of the ability of CFDptedict the influence of different array
configurations on the disc force.

4.3.1 Method 1: Predetermined Disk Force

In the simulations by UVic, the disk forces weré tsematch the experimental results. The disc ®rce
were imposed on the domain through the momentuncedarm®; ;,,;. . The momentum source term
defines the pressure drop through the porous rdgiom given thicknesS'he momentum source terms
at each disk were specified using a directiona le®del using linear (viscous term) and quadratic
(inertial term) resistance coefficient§, ;,,;c and K; y,;.- The model requires defining a streamwise
direction ), and different resistance coefficients may beciigel for the streamwise (superscript s)
and transverse (superscript t) directions.
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Cst Uvic = — SUvicu_xS - KiSUviclﬁlu_xS (18)
—_ ‘ _ o
D@yt 1ty yvic = —Ky ypichyt ) — Kiwic Ul et (19)

In this project, only the streamwise quadraticstsice ternk;’;,;. was used and all other resistance
coefficients were set to zero. For setting the &tien disc force to match that of the experiméing
following formulation was employed.

s __ Dexwp
Ki Uvic — fv |H|u_xsd17 (20)
whereD,,, was the disc drag force measured during expersnand the integral term was evaluated
over all finite volumes inside the porous disk cegiSpecifying the force in this manner ensured tha
the total drag acting on the disc was equal te#perimental value, but also allowed the distrifrutdf
drag to vary spatially over the disk. Such spatilation is important for flows with non-uniforrnofv
approaching the disk, which is likely in arraysubines.

4.3.2 Method 2: Fixed Disk Parameters

In the simulations by Mavi, the porous disk resista coefficients were set to constant values, which
were determined by tuning the values until the Gi$x force matched the experimental force for the
single disk experiments. In STAR-CCM+, the presslrop over a given thickness of the porous region
can be defined as

Cst Mavi = 15Mam‘u_x5 + KiSMavilu_xlu_xs (21)

where®, sy, is pressure drop over the porous region thicknkss,,,; andK;,,,,,; are the viscous
and inertial resistance coefficients respectivahylu,sis the velocity through the porous region. The
calibrated porous disk resistant coefficient valwese based on the results of single disk experisnen
conducted by UVic, run at two inlet velocities. Téiagle disk experiments were run at multiple inlet
velocities, however; only experiments at two inlatlocities were able to record reliable force
measurements. Table 4-1 shows the average resultadh inlet velocity.

Table 4-1: Single Disk in Flume Tank Experimentasiits

Set Uy (M/s) Thrust (N)
le 0.896¢ 2.6t
1c 1.425! 6.8¢

Based on the disk dimensions and the recordedfdisk, thed,sy,,, at eachl, can be calculated
from the experiments.
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Figure 4-1: Stream-tube analysis of actuator disk.

The velocity through the disk,s, was not measured directly in the experimentsthacefore must be
estimated. An idealized stream-tube analysis ofaeatuator disk can be used to estimate the flow
velocity through the porous disk. Figure 4-1 shawdiagram of a stream-tube through an actuator disk
From the stream-tube analysis, the drag fércen the actuator disk can be calculated as:

D = pAuys (Uysy — Uysz) (22)

And u can be defined as:
Uys = 2 (tysy = Uysy) (23)

Combining Egn. 25 and Eqn. 26, and noting that, = Uy, u,s can be solved for. A"2 order
polynomial was then fitted to the experimental d&tadetermine the initial values &} ,,,; and
Kyavi- The values oK .., andK?y,..,; were iterated until the CFD disk thrust value mattithe
experimental value df,= 1.425. CFD simulations were also run at the raingivalues ot/,. Figure

4-2 shows the percent difference between the @k disk thrust values and the experimental results
At U, = 1.425 m/s, the error is -0.52%, andUgt= 0.90 m/s, the error is 3.5%. Comparisons of CFD
disk thrust measurements for other single disk exyeats run at different velocities were all within
3.5% of the experimental value, with error decregsis inlet velocity increased. The variation iskdi
thrust error with inlet velocity is an indicatiohat the values oK, ,,4,; @ndK;y 4, Mmay need further
adjusting. It should also be noted that as inlétcity decreased, and therefore disk force dectedbe
error bands on disk force measurements incread®gserall, these results provide some confidence that
the single porous disk in a channel is being mabledea reasonable degree of accuracy in the CFD

simulations.
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Figure 4-2: Percent difference infBetween CFD simulations and experiments

4.3.3 Disk Force and Power Extracted Calculations

The details of the disk force and power extractddutations are provided in the following sections.

4.3.3.1 Disk Force Calculations

The disk force was calculated by UVic accordinghi following equation:

Dyim uvic = f K3 yose 2l dV (24)
v

The disk force calculated by Mavi was based onsumesdifference between the disk upstream and
downstream faces. This alternate thrust calculatiethod was done due to the unstructured nature of
the mesh used by Mavi. The disk force was calcdlateMavi according to the following equation:

Dsim mavi = |, ¢ApdS (25)

whereAp is the pressure difference between the upstreahdawnstream disk faces afids the disk
surface.

For the simulations, them method employed by U\licags gave the experimental disc force, while
for Mavi’'s simulations, the difference betwe®;, y4y; andD,,, gave an indication of the CFD
method’s ability to predict the impact of differeartay configurations on the disc thrust.

The disk thrust coefficient is defined as

Dsim
Cr= PUZAq (26)

4.3.3.2 Disk Power Output

The mechanical power output for a turbine (appraxed by the porous disc) was calculated by UVic
using the following volume integration performeckothe porous disc region:

—_—2
Psim uvic = foUvicluluxS dv (27)
v

The disk power calculation used by Mavi differsnfréhe UVic calculation due to Mavi's unstructured
mesh. In the unstructured mesh, a cell on the ffao¢ of the disk does not necessarily have an
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identical cell on the rear face of the disk. Uskagn. 28 would require interpolation of velocities
through the disk. Instead, Mavi's power calculatimed the average velocity through the entire wisk
calculate power according to the following formula:

Psim mavi = Dsim mavi Uxsave 812

The use of the average velocity in Eqn. 28 is adtxéor disks that do not encounter wakes, or are
completely engulfed in a disk wake. All of the distinfigurations used in this report fall into these
categories. In cases where a disk is partially disk wake, the power calculation described in En.

is more appropriate.

These power calculations provide an ideal mechhpmaer output because they neglects losses from
several sources including blade drag, wake swidl la@aring friction. In practice, mechanical power
output will be lower than calculated by this eqoati

Note that it is also possible to specify the agblimomentum source terms directly. This can be tsed
specify any distribution of force (most commonlyifarm) over the disk area. This method is termed
the actuator disk approach. It is also possiblspicify the momentum sources for a spinning turbine
rotor based on airfoil lift and drag coefficienlease see [10] section 2.4 for more details. Such
approaches may be more useful for modeling rehbirtas; however the present approach is thought to
be the most valid for porous disks.

The disk power coefficient is defined as

Psim

4.4 CFDMODEL GEOMETRY

The CFD model geometry is a replica of the testigeof the flume tank at UVic. The flume tank was
modeled as a simple rectangular channel with cgsestion dimensions of 45cm by 45cm and a length
of 2.5m. The porous disk is modeled as a thin dylaal region. For simplicity, the disk supportngts
were not modeled. Figure 4-3 shows an example efcttmputational domain for the single disk
configuration.

Figure 4-3: CFD model of flume tank

Prepared for: OERA Final Report 39



Cross-coupling between device-level CFD and Ocegaptac Models applied to multiple TISECs in MineasBage February 112012

Due to the symmetry of the geometry, it is onlyessary to model a quarter of the domain shown in
Figure 4-3. This was done by UVic as it allowed formore refined mesh to be used given the
computational resources available.

In anticipation of modeling the porous disk in st tidal channel that will not allow for symmetr
planes, Mavi chose to model the entire domain shioviAigure 4-3.

4.5 MESH

As described in the previous section, UVic and Maseéd two different mesh types; UVic modeled a
quarter domairstructured meskvhile Mavi modeled dull domainunstructured mestDetails on each
mesh are provided below.

4.5.1 Quarter Domain Structured Mesh

UVic employed structured meshes generated by ICEND Goftware. Grid convergence studies were
conducted for cases 1c and 7b to determine the ggéting requirements to reduce the expected
discretization error ofi,. /U, to less than 5% at all points within the wake. Thesh topology was
slightly different for each case, but certain feasuwere common for all meshes. The topology
consisted of an octagonal region located in the reach actuator disk, which was surrounded by
orthogonal ‘o-grid’ blocks. This strategy alloweat i smooth transition of the mesh geometry froen th
circular porous disk to the square tunnel crosticsec It also maintained cell orientations orthongbto

the porous disks and resulting shear layer. Thdnwas designed to have refined radial grid spasing

in the strong shear layer which forms at the oatiye of the actuator disk, which increases in diame
with downstream distance until the wake is fullyparded. The outer edge of this refined zone was
located at a radial distance ¥2R which corresponds to the wake expanding to twieedrea of the
actuator disk, which occurs for the theoreticalifoh at the maximum power condition for a diskam
unbounded flow [11]. The z and y mesh spacing didvary in the streamwise direction.

The general mesh topology for case 7b is depictdegure 4-4, where each edge is labeled. Note that
symmetry boundary conditions were used along twengd to reduce the overall extents of the
computational domain. The specific spacing usedkfme the mesh are summarized in Table 4-2. Note
that in Table 4-2 the subscript 1 always referdht® end of the edge closest to the origin of the
coordinate system. The edges 10 to 14 refer tautfa (X) mesh spacing. Edge 10 is from the irdet t
Disc2 (at x = 61cm). Edge 11 is across Disc2. Eyes from Disc2 to Discl (at x = 91cm), and Edge
14 is from Diskl to the outlet. The resulting mestepicted in Figure 4-5.
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Figure 4-4: General mesh topology employed by U¥g) plane (z axis is horizontal, x axis is in #tieamwise

direction)

Table 4-2: UVic mesh spacing for case 7b. Otheesassed similar mesh sizes.

Edge N nodes

ExpansionLaw A4; (mm) ER;

A, (mm) ER,

1 15 uniform

2 27 uniform

3 27 bi-geometri 0.59: 1.05¢
4 35 uniform

5 27 bi-geometri 0.59: 1.05¢

6 54 uniform

7 30 bi-geometri 0.59: 1.05¢

8 54 bi-geometri 2.07( 1.02¢

9 32 bi-geometri 1.78( 1.05¢

10 76 bi-geometri 0.59: 1.05¢
11 10 uniform

12 127  bi-geometri 0.59: 1.02¢ 0.59: 1.05¢
13 10 uniform

14 154  bi-geometri 0.59: 1.02¢

Prepared for: OERA Final Report 41



Cross-coupling between device-level CFD and Ocegaptac Models applied to multiple TISECs in MineasBage February 112012

] [

HEREN
HHH 1]
1

1
f
Il
|

1
Il
I
|
f
Il

1

71 H I i T
4 T ’I T T 1

|

|
yA—

|
|

| N N D N S S S —

L\

) N N NN N AN S
N N N SN N BN
| A N AN N S N

|

|
1§

77 7 ] ] 1

A W W ¥
AW WA W ¥

AN ERE

I - -
A L W W W W ¥

T

A\ \

¢
LAY

LY
|

N
AR WY

A\\MLRRRRRWY

AALARRRRRARARAN

Figure 4-5: Transect of the UVIC mesh used for cédse

4.5.2 Full Domain Unstructured Mesh

Mavi employed unstructured meshes generated bySI(hAR-CCM+ meshing software. A grid
convergence study was conducted for the single alisifiguration (case 1). The mesh topology was
defined as shown in Figure 4-6 and Figure 4-7. fieigit6 shows a quarter of the porous disk mesh that
is refined close to the disk edge. Figure 4-7 shawep view of the CFD domain. Two cylindrical
refinement regions are positioned around the dikk. inner refinement region extends 1 disk diameter
upstream of the disk and 9.5 diameters downstrem. outer refinement region extends 2 disk
diameters upstream of the disk, and 16 diametexmstoeam. Prism layers are also located on the side
and top and bottom of the domain to capture boynldser development.
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Figure 4-6: Mavi unstructured disk mesh
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Figure 4-7: Mavi unstructured domain mesh

Three unstructured meshes were created of incgeasinsity. The €and G values were compared
between meshes. The difference between the medidrhigh density mesh in terms of &d G was
0.5% and 0.7% respectively. Based on these resiéisnedium density mesh was chosen. The mesh
cell sizes on the disk, and refinement regions wesed for all simulations, including multiple disk
configurations. Mesh cell sizes are defined withpeet to disk diameter so that the mesh can bbyeasi
scaled when modeling a larger disk in an oceanr®iaiable 4-3 details the cell sizes with respect
disk diameter.

Table 4-3: Summary of Unstructured Mesh Parameters

Surface Céll Size as a Percentage
of Disk Diameter
Disk Faci 1.8%
Disk Perimete 0.9%
Inner Refinement Regit 13.7%
Outer Refinement Regi 64.0%

Prepared for: OERA Final Report 43



Cross-coupling between device-level CFD and Ocegaptac Models applied to multiple TISECs in MineasBage February 112012

4.6 BOUNDARY CONDITIONS
The boundary conditions settings are depicted e 4-8.

At the inlet, a uniform velocity was specified agponding to the experimental data summarized in
Table 3-5. The turbulence intensity and length escaére also set at the inlet. Uvic used an inlet
turbulence intensity of 0.8% and a length scal®hm corresponding to the final values obtained
from analyzing the experimental flows. Mavi use@l?2.intensity and a length scale of 17mm based on
earlier estimates of turbulence provided by UVieeTop boundary used a free-slip condition.

UVic used free-slip boundaries for the sides, whMkvi used a no-slip condition.
The outlet was modeled as a pressure outlet sgirtospheric pressure in all cases.

The choice to use free-slip walls on the tunnellsvalas made based on the fact that the walls of the
tank are smooth. In addition, given the short Iengft the tank, the boundary layer would not grow
beyond a few millimeters by the time it reachesdisk. Neglecting shear on the tank walls should
therefore have a negligible effect on the flowdiahd thrust measured on the disk. This simptifica
allowed for the use of fewer cells because finelmesar the boundaries is not required. In retrdspec
due to the turbulence introduced by the discs tbhenbary layer growth may have been more
significant than originally anticipated.

Figure 4-8: Closed channel CFD model of flume tank

4.7 INFLUENCE OFTURBULENCEINTENSITY AND LENGTH SCALE ON WAKE

Modeling multiple three-dimensional turbines in amray is not currently practical. Due to
computational resource limits, turbine arrays gpectlly modeled using porous disks which remove
energy from the flow as well as produce a wakearegiownstream of the disks. The length and size of
a turbine's wake determines the minimum allowapbcimg between multiple turbines arranged in an
array. Therefore, these porous disks will needetaléfined to produce a wake similar to that produce
by the turbines they are representing.

To understand how free-stream and disk turbulepttings affect wake size and length, single disk
CFD simulations were run. Four turbulence pararset&re varied on a single disk configuration; inlet
turbulence intensity, inlet turbulence length scdisk turbulence intensity, and disk turbulenaggte
scale. The following sections describe the results.
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4.7.1 Inlet Turbulence Intensity

Free-stream turbulence intensity can vary signifiga Turbulence intensities in ocean channels can
reach 20% while the turbulence intensity in a flulerek can fall below 1%. To determine the effect of
free-stream turbulence intensity, or in the casa @fime tank, inlet turbulence intensity, simwas
were run at different inlet turbulence intensiti€he centre-line velocity through the tank is pdtin
Figure 4-9 for three inlet turbulence intensitydbss

Inlet Turbulence Intensity

Velocity (m/s)
o
I

0 0.5 1 1.5 2 2.5 3
Flume Tank Length (m)

Figure 4-9: Centre-line velocity at different inetrbulent intensities

The results show that inlet turbulence intensitg hasignificant effect on the disk wake recoverg. A

inlet turbulence intensity increases, mixing betwt® low energy disk wake and the high energy-free
stream flow increases, causing the wake to recowsmye quickly. The effect of inlet turbulence

intensity on porous disk power coefficient is shawiTable 4-4

Table 4-4: Effect of Inlet Turbulence Intensity@n

Inlet Turbulence I ntensity (%) Cp
2 0.590:
5 0.593:
10 0.599:

The results in Table 4-4 show that inlet turbuleimtensity has a minor effect on porous digiih a
difference of 1.02% between a turbulence interi3% and 10%.

4.7.2 Inlet Turbulent Length Scale

Another factor that affects wake is turbulent léngtale. Turbulent length scale describes the cfize
the large eddies in a turbulent flow. Inlet turnileength scale was varied with all other settihgisg
fixed. The centre line velocity through the tanlplstted in Figure 4-10 for three inlet turbuleength

scales. The turbulent length scale of 0.0171m Isutsted based on a fully developed pipe flow
equation.
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Figure 4-10: Centre-line velocity at different itkarbulent length scales

The results show that inlet turbulent length scfects the disk wake recovery. As inlet turbulent
length scale increases the wake recovers more Iguitke change between a length scale of 0.001m
and 0.0171m is greater than the change betweedIn®and 0.10m.

The effect of inlet turbulent length scale on pardisk power coefficient is shown in Table 4-5. 3de
results show that inlet turbulent length scaledrdg a minor effect on disk{C

Table 4-5: Effect of Inlet Turbulent Length Scate@

Inlet Turbulent Length Scale (m) Cp
0.001( 0.589¢
0.017: 0.590:
0.100( 0.590¢

4.7.3 Disk Turbulence Intensity

In physical experiments, as water flows throughpbus disks, turbulence is introduced into thevfl
This added turbulence increases mixing and accekereake recovery. To determine how much of an
effect disk turbulence intensity has on wake repgvdisk turbulence intensity was varied with all
other settings being fixed. The centre line velottirough the tank is plotted in Figure 4-11 foretn
inlet turbulent length scales.
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Figure 4-11: Centre-line velocities for differeriskl turbulent intensities

The results in Figure 4-11 show that disk turbuéeimtensity has a significant effect on wake recgve
Increasing disk turbulence intensity acceleratekeweecovery. It was found that above a disk
turbulence intensity of 40%, the rate of wake recgwdid not significantly increase. Experiments by
Harrison et al [12] showed the turbulence intenditectly behind a porous disk to be approximately
35%. Therefore, a disk turbulence intensity of 3086040% appears to be a reasonable level of
turbulence intensity.

The effect of disk turbulence intensity on diski€shown in Table 4-6. Disk turbulence intensiag a
minor effect on disk & with a 1.17% difference between 2% and 40% disbulence intensity.

Table 4-6: Effect of Disk Turbulence Intensity gn C

Disk Turbulence I ntensity (%) Cp
2 0.590:
10 0.593¢
40 0.600¢

4.7.4 Disk Turbulence Length Scale
Disk turbulent length scale was varied with all estlsettings being fixed. The centre line velocity
through the tank is plotted in Figure 4-12 for thisk turbulent length scales.
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Figure 4-12: Centre-line velocities at differensKiturbulent length scales

Table 4-7 shows that disk turbulent length scakedaimilar effect on wake recovery as inlet tuebtl
length scale. Increasing disk turbulent lengthesaadreases wake recovery rate.

Table 4-7: Effect of Disk Turbulent Length ScaleGan
Disk Turbulent Length Scale (m) Cp

0.001 0.590(
0.017: 0.590¢
0.10(¢ 0.590¢

4.8 PorRousDIsk FORCECOMPARISON TOEXPERIMENTS

As discussed in section 4.3, two approaches wewentavhen modeling the porous disks in CFD
simulations. The approach taken by Mavi was tobcale the CFD porous disk to the single disk
experiments conducted by UVic. The porous diskstaace coefficients and disk turbulence settings
were adjusted to have the same thrust as the diigkeexperiments while having a wake recovery as
close to experiments as possible. The same porals skttings were then used for all disk
configurations and velocities. This approach all@ns to assess how well the CFD porous disk model
simulates porous disks arranged in arrays.

4.8.1 Final Porous Disk Settings

Using the knowledge of how wake is affected by digkulence settings, the disk turbulence intensity
was set to 35% and disk turbulent length scale seago 0.075m to increase wake recovery. Figure
4-13 shows a comparison of the experimental and Cé&ilire-line velocity for experiment Set 1c.
Figure 4-13 shows that the CFD simulation wakedlthjt recovers at a faster rate than the experiment
However, beyond approximately 6 diameters downsiregdie experimental wake velocity recovers
more than the CFD results. Based on the experinfignitéarrison et al [12], increasing disk turbulence
intensity above 35% was determined to be unrealiatid increasing disk turbulent length scale bdyon
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0.075m did not have a significant effect. Possiigiasons for the lower wake recovery in the CFD
simulations are discussed in section 4.9.1.

1.90 - ===-Experimental Data
= CFD

Flume Tank Length (m)
Figure 4-13: Centre line velocity comparison betwegperiments and CFD

4.8.2 Multiple Porous Disk Comparisons

Using the porous disk settings defined in secti@l4 several multiple disk configurations were iin
CFD and compared to the experimental results. Tifierehce between CFD and experimental thrust
for experiments 1c, 3a, 4a, and 7b are shown ineTé8. The results show that the CFD simulations
are able to predict disk forces on multiple diskudiations to within plus or minus 7.7%.

Table 4-8: Percent difference in disk thrust froxperimental

% Differencein Thrust from Experimental
Sat 1c "2
e S S m— T
Set 4a — i |
i e

In general, the CFD simulations tended to undediptethe force on the porous disks. An under
prediction of the disk force was expected basedhensingle disk calibration results. However, the
magnitude of the under prediction for the multigisk simulations was significantly larger than the
single disk results.

Several factors may contribute to the larger ungezdiction of disk force for multiple disk
configurations. As discussed in section 4.3.2,pgbeus disk model used in the CFD simulations may
not accurately characterize the porous disk behawier the full range of free-stream velocities.
Another possible factor is that the steady-stat® Gimulations do not fully capture the time depertida
vortex structures that are shed from the diskstleid interactions with each other.
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An exception to the disk force under predictiorthe CFD simulation of Set 3a, where the rear disk
force is over predicted. Referring to Table 3-Feximent 3a consists of two disks arranged with one
disk directly downstream of the other. The forcetlois downstream disk is highly dependent on the
wake velocity of the upstream disk. From Figure344iis known that the CFD wake velocity tends to
be higher than the experimental wake velocity withibout 6 disk diameters downstream of the disk. In
Set 3a, the downstream disk is located 3 disk diarmme&ownstream of the front disk, and therefoss se
a higher CFD velocity than the experiments. Thighkr CFD velocity results in an over prediction of
the downstream disk force. This result illustrdtess important it is to accurately model turbine esk
when they are arranged in array configurations.

4.9 ASSESSMENT OFCFD WAKE PREDICTION

This section provides a direct comparison of thekegapredicted using CFD simulation to those
obtained from PIV data. The simulations by UVIC diske estimates for turbulence intensity (0.8%)
and length scale (25mm) determined from the PNA.dahe simulations by Mavi were run before the
turbulence analysis was finalized, and used 2%utarize intensity at the inlet with a length scdle o

17mm. Additionally, Mavi's simulations used a nigpgtondition on the tunnel walls, and simulated the
full domain. The UVIC simulations used a no-slipliw@ndition and used two symmetry planes to
model only 1/4 of the domain. Mavi also introducsdirces of turbulence at the porous disk location
which produced 35% turbulence intensity at a lesgtde of 7.5cm.

This section presents a comparison of the waketighesl by UVic's and Mavi's simulations to the PIV
data using contour plots shown in Figure 4-14 tguFé 4-17. In each plot the PIV wake is the
uppermost plot, with the UVIC simulation in the miig, and Mavi's simulation at the bottom. The
contours depict the time-averaged axial velocitynmadized by the inflow velocityil, /U,). The x-axis

is normalized with disc diameter, while the y-aidsnormalized with the disc radius. This scaling
results in wakes that appear shortened relativéhéir width, and was done to allow a better
visualization of the wake structures.

In general, the wakes predicted by UVic are simitathe PIV data until approximately 4 diameters
downstream of the disc. Beyond that, the wake reigois too slow. The experimental wakes recover
much faster and more fully. The simulations by Mslow a faster initial wake recovery due to the
larger inflow turbulence intensity and turbulentuszes at the disc. The wakes shown in Mavi's
simulations still recover too slowly downstreamabbut 6 diameters.

The contours for case 3a show less variation betes simulations by UVIC and Mavi. It seems that
the inflow/disk turbulence parameters have lessachpn the initial wake recovery with two disks in
tandem compared to the single disc or other migti-dases.
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Figure 4-14: Contour plots comparing the wake staue for case 1c (single disc) from PIV (top), UMith

(middle) and Mavi sim (bottom)
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Figure 4-15: Contour plots comparing the wake stuwe for case 3a (two discs in tandem) from PI\pXi&VIC
sim (middle) and Mavi sim (bottom)
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Figure 4-16: Contour plots comparing the wake staue for case 4a (two discs side-by-side) from @og),
UVIC sim (middle) and Mavi sim (bottom)
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Figure 4-17: Contour plots comparing the wake staue for case 7b (three discs staggered) from Rog)(
UVIC sim (middle) and Mavi sim (bottom)

4.9.1 Using turbulent sources as tuning parameters

It is interesting to observe that in Mavi's simigats, the wake recovery immediately behind the disk
initially faster, and then slows down further dotveam when compared to experimental data. Since
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greater levels of turbulence result in faster mixamd therefore faster wake recovery, this coulolym
that the turbulence is initially too high, but thelecays too quickly. A reasonable approach to
improving the CFD method for porous disks may beadjust the empirical constants used in the
equation for the dissipation rate to mitigate thisserved behavior. This strategy has not yet been
attempted due to time constraints.

It is evident that it is possible to use the inflowvbulence intensity as well as the disk turbuéenc
sources as tuning parameters to adjust the wakeegcin the simulation. However the problem with
such an approach is that as more turbulence isdadlie wake becomes increasingly diffused-out and
loses its correct structure. As more turbulencdded, the effective viscosity increases, smootbirtg
any gradients in the flow. This is most evidenthia Figure 4-17 for case 7b. The flow is charazeeti

by three distinct wakes with fast flowing jets iatlween. In UVIC’s simulation, the faster flowindge
are quite similar to the PIV data, but the wakesver far too slowly. In Mavi's simulations, the kees
recover faster (but not as fully as the experimeffda) but the faster flowing jets become complgte
diffused out. This trend was also noted in UVIC @iations with source terms for turbulent kinetic
energy added in the porous disk region (not shosva)h

From the experimental data, it has been notedl#ingé vortical structures were shedding from the
edges of the porous discs (see section 3.11). fiée wortices had diameters approaching 1/3 of the
disc diameter, and persisted as coherent strucforeseveral diameters downstream of the discs.
RANS simulations attempt to model the momentumsjpart of turbulent structures by increasing the
effective viscosity. This gives faster transpontoas shear layers and does give faster wake recover
However it also assumes that the underlying turimdeis isotropic (for two-equation turbulence
models) and that it consists of small-scale eddidsither of these assumptions is true for the
experimental flows presented in this report. Itnsgdhat the correct momentum transport for these
flows would be best modeled using large eddy sitiaria which would resolve the larger eddies
explicitly while treating the smaller scale eddiwgh a sub-grid closure, but at greatly increased
computational cost compared to RANS simulations.

It is important to note that the wakes of actuabitnes will not have the same type of vortex shegldi
as the porous disc experiments present in thisrtepbeir wakes will be characterized by a more
typical helical wake consisting of strong, cohergptvortices. Adequate validation of the abilitf o
CFD simulations using the porous-disc approximatmmpredict the wake recovery behind spinning
rotors remains to be carried out. Despite the neediability of the porous disc simulations to reate
the experimental flows in this study, they may perf better for real rotor wakes, which will be less
chaotic than the porous disc flows presented srigport.

4.10SUMMARY

It was found that the steady-state RANS simulatidms reasonable job in predicting the thrust force
acting on porous discs in several different arragfigurations considered in this study. The largest
discrepancies between the experiments and the Cé&dlicgion of thrust occurred for a porous disc in
the immediate wake of an upstream disc (separat&idiameters), and for the array with one turbine
in the faster-flowing jet created in the gap betwego upstream discs. Even in those cases, thetthru
was predicted within less than 8%.
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The prediction of power will vary in proportion the product of thrust and the volume averaged
velocity through the disc. Since experimental valoé the flow velocity through the disc were not
directly available, the accuracy of power prediesiags more difficult to assess. A rough assessiisent
possible by noting that the thrust is proportiot@hi? while the power is proportional t¢, and
assuming that the underlying reason for the disarep in thrust is a discrepancyin Then, using
error propagation methods, we can state that tioe ierpower is 3/2 times the error in thrust. Thihe
power prediction for the RANS CFD simulations kgl within 12% for all of the array configurations
considered in this report.

The steady-state RANS simulations do a reasonallieirj predicting the wake recovery behind
turbines, however significant tuning of turbulengarameters is required to get a good match to
experimental data. Generally, the simulated wakeswver too slowly unless sources of turbulence are
added at the disc. Furthermore, the turbulence séemtecay too rapidly in the simulations. Thisldou
be addressed in the future by changing turbuleradettoefficients. Considering that the wake behind
a spinning rotor will likely differ from that of porous disc, there is not a great deal of valuinig
tuning the turbulence parameters for the porous siswulations. This should, however be done as
detailed wake recovery data for real rotors becoavadable. The CFD simulations were considered
adequate for the purpose of assessing the feasibfliintegrating CFD and ocean-scale simulations
methods, and were used as described for the resraifithe project.
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5 OCEAN MODELING OFIDEAL CHANNEL

Hydrodynamic ocean models are used to calculatgedscale circulation resulting from a range of
ocean physics. Over the last 15 years, these typa®dels have increasingly been used to estimate
tidally driven flows for the purpose of assessing &vailable tidal energy resource. The probleth wi
this methodology for tidal resource assessmerttdsit only examines the tidal system in its ndtura
state neglecting the impact of turbines on the flow

Deployment of tidal turbines changes the tidal eystand so the energy potential is also changed.
Admittedly, for small projects, the change in erygpgtential of the system is also small, so assessm
of resources of the natural tidal system is vali@ut the tidal industry is nearing a point of
commercialization, and as that happens developerpeausing larger and larger installations. As th
happens, strategies are required to assess theytilam including the proposed tidal installation.

This section covers the development of a methogdlogapproximating tidal turbines within a general
Ocean model. This method takes advantage of therént computational efficiency of the Ocean
model by representing the turbines as sub-grid diements.

5.1 METHODS OF REPRESENTING TURBINES I€NCEAN MODELS

General Ocean models, such as the one used fosttidyg, cannot approximate turbines directly. This
class of models uses the Reynolds equations wigh hydrostatic (no free-surface deformation)
approximation. The spatial approximation is decosegbinto a 2-dimensional horizontal part and a 1-
dimensional vertical part for computational effivdg and to properly account for gravity forces.

Although the grid is unstructured in the horizondi&dection, it is structured in the vertical direct
because vertical cell edges are placed below eaxtbxvin the horizontal grid. Hence there is a tiali
ability to represent other shapes than squareseder, any increase in resolution around an object
must extend both vertically and horizontally. Thesds to reduction in time step size to preserve
accuracy and may exceed Courant number constrdirissnot feasible to accurately resolve a tidal
turbine in a model that extends over a large aneder resolving leads to invalid solutions.

The alternative is to volume average over the gibapjects. This leads to a classic closure prable
with new terms accounting for spatial dispersivesstes, for form drag, and for skin friction. Form
drag is the most important term and can be treatddstandard form drag expressions. Of interest he
is to calculate these terms based on the resulisGFD model, thereby effectively coupling the &arg
scale and small scale models.

5.2 FORMDRAG IN OCEAN-SCALE MODELS

Form drag can be formally introduced into the goireg equations through double- averaging methods
(DAM) [13] [14]. First the equations are Reynoldseaged over turbulent time scales following
traditional methods, and then the equations aramve! averaged in space. The unresolved sub-grid
objects appear as volume integrals in the equatodsare usually dealt with as form drag. Here we
assume that the solid fraction in a volume is mlesk than the fluid volume, and that the integcals

be expressed as a standard quadratic drag foreelafibr is justified by many published experiments
with circular discs and from turbine power ratingwes. A study by Walters and Plew [15] gives more
detail about the methods adopted here.
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Form drag is defined as:

Fa=(1/2)pAsCrlulu (30)

Wherep is density,As is the frontal area of an object measured in tlameglthat is normal to the
direction of flow,C; is the non-dimensional drag coefficients the reference free-stream velocity, and
boldface type denotes a vector quantity.

Form drag that is modeled as a subscale procesbeamcluded into the momentum equation in a
general sense with the body force terms. To achigigeform drag must be specified per unit volume,
which is given by:

fa=A/2)pAsCrlulu (31)

where/; is the frontal A divided by the averaging volume afyds the volume averaged force applied
in the Ocean model. From a model perspective, théoas averaging volume is the volume of a
computational cell (an element volume when usingdielement methods).

Several issues arise from this formulation for ituelkinduced drag in the Ocean model. The firthad

the free-stream velocity is not well defined in theean model. Only the cell averaged velocity is
available. Using a cell averaged velocity fromall mpstream of the turbine is an option but is
problematic to implement because of changes in fthsection induced by tides. In the initial
development of this methodology (discussed in 8edi?2), the free stream velocity was approximated
as the local cell averaged velocity then correbi@sbd on empirical relations derived from experitsen
with flow through vegetation [15]. Current workcfeses on improving these approximations.

A second issue follows from the first in th@t for a turbine is usually derived from physical or
numerical experiments of a single turbine in a-Beeam flow. The free stream current velocitpas
available in the Ocean model. These issues néaessin adjusted representation of the turbine drag
based on the cell averaged velocity.

The turbine representation of current researchsfigu
fa = (1/2)pAsCr | Ucen | Ueen (32)

Whereu indicates the velocity averaged over the Ocean hemtaputational cell. The local turbine
drag coefficienCy is calculated as follows:

Cr = T/(1/2 pucen®Ar) (33)

WhereT is the turbine thrust imparted on the flow by bthtl turbine and support structure. Where the
turbine spans more than one cell an appropriatéopoof the total turbine thrusf) and frontal area
(Ay) is used.

A power coefficient,Co', similar toC; in Eq. 83), may be used to estimate turbine power in the
Ocean model. The relationship between poWee,nde* is:

Cp = P/(1/2 pucen®Af). (34)
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5.3 FLUME TANK ScALE RICOM MODEL

The Ocean model was used to simulate the Fume Ea&p&riments performed by UVic. Using the
concept of volume averaging, the grid was keptsgrathan the disk. The grid was extended to 4.6 m t
allow an upstream relaxation of the flow before 2 m test section. The simulation has a freeaserf
while the experiments did not. A discharge is idtrced at the end of the extended flume and a water
surface elevation of Om was maintained at the awtf[The grid was adjusted so that the disk was
located at x = 0, where x is the distance alondltme. Two grids were assessed:

1. 10 quadrilateral elements along the flume and &s®c(0.45 m by 0.45 m), and;
2. 30 quadrilateral elements along the flume and 8sacf0.15 m by 0.15 m).

The latter is representative of the scaling betwesthsize and turbine diameter that would be used
the field-scale simulations.

The form drag from the disk is represented as in(E2). A disk diameter of 0.1m was used. The 0.15
m by 0.15 m grid was used with turbine drag appigethe centre cell at x = 0 m. Figure 5-1 shduwes t
color contours of the water elevation and currestters for this test. The location of the diskjiigen

by the identifier 'd’. The flow is driven to 1.8/srby the head difference between the inlet and the
outlet. The current vectors show the flow devig@mound the cell containing the turbine.

Because of the size of the disk, the grid sizeaoalt be further reduced. Given the tank dimerssion
the grid size restriction obviously limits the det the result. For this reason most of theitesof
the coupling methodology was performed using a $alile idealized open channel. This work is
discussed in the following section.
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Figure 5-1: RiCOM model of flume tank

5.4 FuLL ScALE OCEAN MODEL OFIDEALIZED OPEN CHANNEL

Testing of the form drag based coupling methodolegg conducted using a simplified ocean-scale test
channel. The purpose of using a simplified tesinclel was to provide an ocean-scale platform to vet
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each aspect of the coupling methodology withoubthicing complicated flow such as eddies which
might obscure the results.

Initially it was proposed to also perform testsngsa simplified ocean basin. As the project preged

it was decided to use only the channel. The reésothis is that all flow conditions that might be
experienced in the basin scenario can also be deped in the channel scenario and the flow
conditions in the channel scenario are easier mralo In the basin scenario the flow would depend
not only on the boundary forcing, but also the getynof the basin. In the channel scenario the flo
dependant only on the boundary forcing.

The first tests were performed with a single tuebia identify the appropriate averaging volume. A
further array of tests was performed with a singlebine to assess the coupling methodologies
performance under various flow speeds, in the psef turbulence and bottom friction. Additional
tests were performed to assess the performancheotdupling methodology for a small array of
turbines.

5.4.1 Test Channel Description

The test channel iskf long, km wide, and 5 deep from mean-sea-level (MSL, the reference
elevation) to the flat bed. A discharges of 50,0080,000, and 250,000fs are introduced at the
inflow boundary and an essential condition is inggbsn water surface elevatians0, at the outlet.
These conditions result in average water speetis®fand Bvs.

Taking the reference location (0.,0.,0.) at théasagr (MSL) at the upstream centerline, a singlbitgr
was placed at (2000,0m,—-25.m) or at mid-depth on the centerline at a distanc@kon from the
upstream boundary. The only exception to this west Bet 3 (bottom friction), in which the turbine
was located at (2006,0.m,—35.m). In all tests the turbine has a diameter .10

5.4.2 Ocean Model Setup

The Ocean model was constructed using a rangegafar rectangular grids. In the horizontal, grid
spacing 4x) of 40, 20 and 10m was used. In the vertical agarfgyrid spacing4z) from 5 to 0.625m
was used. The particulars of each grid are givighm @ach test set.

Vertical viscosity (a parameter relating to turlmde), A,, was specified either as a constant, or
calculated through the use oka turbulence closure sub-model that is appropriatecbastal ocean
spatial scales.

In initial tests no bottom friction was applied, 30 boundary layer developed. In later tests &obot
friction coefficient of G=0.01lwas applied so that a realistic boundary laj@reloped within the
model.

Basic test parameters are summarized in Table 5-1.
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Table 5-1: Model coupling initial test parameters

Geometry Rectangula- 1km wide x 5km long x 50m de
Inflow condition Mass flow

Inflow speed 1,3, tm/s

Turbulence Constant vertical vissity, k-¢ turbulence closu
Bottom Friction None, C,=0.01

Turbines 10m diameter, = 8/¢<

Turbine placement Centre of channel, km from inle

5.4.3 Averaging Volume

For all tests, volume averaging was performed @box which is square in plan view, but possibly
rectangular in profile view. The horizontal dimems of the averaging volume were set equal to the
computational grid cell of the ocean model so thatifferent computational grid was used for each
different averaging volume sizes. For the depttrayed (2d) case, the averaging volume was defined
by the area of the computational cell in the hartaband the depth in that cell. For the 3d cdse, t
averaging volume is defined by the area of the adatjpnal cell in the horizontal and a value simila
to the horizontal dimension in the vertical. Thartical dimension of the averaging volume did not
necessarily correspond to computational cell sie¢éhe ocean model, so the averaging volume may
span several computational cells in the vertical.

Note thatdx anddzindicate the horizontal and vertical dimensionshef averaging volume antk and
Azindicate the horizontal and vertical dimensionghef computational cells in the Ocean model.

5.4.4 Input Parameters from CFD Models

To obtain the turbine drag and power coefficientédJconstructed a CFD model of a portion of the
test channel containing the turbine. The computationesh from the lab-scale experiments was scaled
by a factor of 100 to achieve a turbine of 10m diten The domain was extended laterally and used an
opening boundary condition on the lateral bounds to elatenboundary proximity effects on the
turbine. The domain was extended vertically to poada 50m total depth. A rigid lid approximation
was used for the free surface, and the top boundaag dree slipcondition. The bottom boundary was
eitherfree-slipor used a specified shear stress consistent hdtispiecified velocity profile. Symmetry
planes were used when applicable to reduce conmgmhtost. The inflow velocity was set according
to the specific test (constant value of 1, 3 or 5 wr a specified velocity profile) and the inflow
turbulence was set to the optibligh giving 10% turbulence intensity. A pressure outlas used with

the reference pressure set to 0 Pa. The turbiees specified to have a constant resistance ciftic

K that set the quadratic streamwise resistance@gsnm Eq. 85) according to:

s 1P (35)

2ty
wheret, is the thickness of the porous disk region indimeulation. Using{ = 2.0 results in a thrust
coefficient of approximately 8/9C¢=8/9). For each test case, the velocity aroundttineine was
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averaged over the appropriate volume, and the tacaine drag coefficientQ;’) was calculated using
Eq. B3). The only parameters passed from the CFD madkilet ocean models aBs andCp .

5.4.5 Results

5.45.1 TEST SET 1: Averaging Volume and Turbulence Closure

This initial set of tests aimed to identify an ammiate averaging volume over which to calculat th
turbine coupling paramete®’ andCy. These tests were performed without bottom fittand both
methods of turbulence closure.

Averaging volumes with horizontal dimensiordx)( of 40, 20 and 10m were used. The vertical
dimension @2 was specified either as the turbine height, 1@nthe water column height, 50m.

From the results of the CFD model, the turbine patars have the values:

e Thrust forceT=313,952N

0o C; =(1.035,1.218, 1.661) foux=(40,20,10M.
e  PowerP=642,375W

0 GCp =(0.762, 0.972, 1.549) foux=(40,20,10).

The ocean model is discretized with square elemantise horizontal direction with edge lengths of
Ax=40,20, or 10m. In the vertical dimension, thecditization is a depth-average (2d),4a=5m or
dz=2.5m (3d). For the convergence tests, 10, 20ad0,80 layers were used, correspondingzebm,
2.5m, 1.25m, and 0.625m. In addition, verticatugty, A,, was approximated in 3 ways: a constant,
moderately large valuA,=0.1; a constant, relatively small valdg =0.01; and with the use oflae
turbulence closure sub-model that is appropriatedastal ocean spatial scales.

The results of this Test Set are summarized in€r&kk to Table 5-4, where the power calculated by
the ocean modeR,., is compared to the power calculated with the CF&deh Pcrp. An accurate
estimate of power indicates that the ocean modsl sweccessfully reproduced the correct volume
average velocity. Because velocity appeartl@sn the power equation, a 1% errorRrrepresents a
0.33% error in velocity. Hence an accurate estiffateelocity is essential.

Vertical viscosity, turbulent kinetic energtké), dissipation €), and length scalds) are shown in
Figure 5-2 through Figure 5-5 for locations attilmdine and 500m upstream and downstream.

Table 5-2 - table of 2d results for various averggivolumes with k:3m/s.

dx Cr Co Pceo (KW) Poen (KW) % Diff
40 0.90¢ 0.627 642.4 637.: -0.8%
20 0.94( 0.65¢ 642.4 639.1 -0.5%
10 0.99: 0.71¢ 642. 624.¢ -2.7%

Table 5-3 - table of 3d results, 10 layers, forigas averaging volumes with;£Bm/s.

dx Ay CT* Cp* Pcrp (kVV) Pocn (kVV) % Diff
40 r 0.1 1.03¢ 0.76: 642.4 660.¢ 2.8%
40 0.01 1.03¢ 0.76: 642.4 650.t 1.3%
40 r k—¢ 1.03¢ 0.762 642.4 653.( 1.7%
20r 0.1 1.21¢ 0.972 642.4 661.] 3.0%
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20 0.01 1.21¢ 0.97- 642.¢ 650.4 1.2%
20 k—€ 1.21¢ 0.97: 642.¢ 656.1 2.1%
10m 0.1 1.661 1.54¢ 642.¢ 625.7 -2.6%
10m 0.01 1.661 1.54¢ 642.¢ 616.% -4.1%
10nm k—¢ 1.661 1.54¢ 64z.4 660.¢ 2.8%

Table 5-4 table of 3d results, 20 layers, for various averggvolumes witlUy,=3m/s.

dx A, Cr Cp Pceo (KW) | Pon (KW) | % Diff
40 ir 0.1 1.03¢ 0.76: 642.4 649.¢ 1.1%
40 0.01 1.03¢ 0.76: 64z.4 636.¢ -0.9%
40 ir k—€ 1.03¢ 0.76: 642.4 639.t -0.4%
20 0.1 1.21¢ 0.97: 642.4 635.¢ -1.1%
20 0.01 1.21¢ 0.97: 642.4 621. -3.3%
20 k—€ 1.21¢ 0.97: 642.4 629.7 -2.0%
10 0.1 1.667 1.54¢ 642.4 572.: -10.9%
10 0.01 1.667 1.54¢ 642.4 557.7 -13.2%
10 k—€ 1.667 1.549 642.4 586.¢ -8.7%

X(turkine) - 500 m
X({lurbine)
X(turbing) + 500 m

dx=10 m (solid)
dx=20 m (dashdot)
dx=40 m (dashed)

L T | T
0.1 0.2 03
Av

Figure 5-2: Vertical eddy viscosity usingekturbulence closur
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Figure 53: Turbulent kinetic energy usingekturbulence closur
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Figure 5-4: Dissipation using k-e turbulence closure.
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Figure 5-5: Length scale (m) using k-e turbulence closure.

Table 5-5 - convergence for, 0.1 m/$

dx 4z CT* CP* Pcep (KW) | Poen (KW) % Diff
40 r 5m 1.03¢ 0.76: 642.¢ 660.¢ 2.8%
40 r 25n 1.03¢ 0.76: 642.¢ 649.¢ 1.1%
40 1.25n 1.03¢ 0.76: 642.¢ 646.: 0.6%
40 r 0.625n 1.03¢ 0.76: 642.¢ 645.¢ 0.5%

Table 5-6 - convergence for k-e closure

dx Az CT* Cp* Pcrp (kVV) Pocn (kVV) % Diff
40 5m 1.03¢ 0.76¢2 642.2 653.( 1.7%
40 25n 1.03¢ 0.76¢2 642.4 639.t -0.4%
40 1.25n 1.03¢ 0.76¢2 642.2 634.2 -1.3%
40 0.625 n 1.03¢ 0.762 642.2 631.¢ -1.6%

5.4.5.2 TEST SET 2: Averaging Volume and Velocity Variation

The aim of this test set was to assess impactcoéasing the vertical averaging dimension from 16
20m and to assess the accuracy of the couplingauelihgyat a range of flow speeddn this set of
results for this test case, the calculation of poisecompared for averaging volume heights cm
(turbine diameter) and 2®and spaning the range of flow velocityl( 3, and m/s). These tests were
performedwithout bottom friction and both methods of turmde closure

For this Test Set, averaging dimensions of 40,r2D1@®m in the horizontadx) and 10, 20 and 50m in
the vertical §2 were used. The water depth is giverH. Wheredz=H=50rr, the simulation is two-
dimensional.

The results from the CFhode, the turbine parameters, are summarize@iahle5-7 and Table 5-8.
Note that he volume averaged velocity is smaller when theagieg volume is maller. Hence the
trend in the coefficients is an increase in magtatwith decreasindz anddx
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Table 5-7 - Values forbased on different averaging volumes and 3 diffevetocities.

dx (m) Uy (M/s) dz=10m dz=20m dz=H
20 1 1.28¢ 1.09:¢ 0.981
20 i 3 1.28¢ 1.09: 0.981
20 i 5 1.28¢ 1.09: 0.981
40 1 1.08t 1.00z 0.94¢
40 3 1.08t 1.00z 0.947
40 5 1.08¢ 1.00z 0.947

Table 5-8 - Values for £ based on different averaging volumes and 3 diffievelocities.

dx (m) Up (M/s) dz=10m dz=20m dz=H
20 1 1.01¢ 0.79¢ 0.68(
20 3 1.01¢ 0.79¢ 0.67¢
20 5 1.01¢ 0.79¢ 0.67¢
40 n 1 0.79( 0.70z2 0.64¢
40 n 3 0.79( 0.701 0.64¢
40 5 0.79( 0.707] 0.64¢

The ocean model is discretized with square elemeritee horizontal with edge lengths 840,20, or
10m. In the vertical dimension, the discretizationtlie ocean model is a depth-average (2d), or 20
layers where1z=2.5m (3d). In addition, vertical viscosity,, was approximated in 2 ways: a constant
valueA,~=0.1 and with the use of tkee turbulence closure model.

The results are summarized in Table 5-9 and Takl6,5vhere the power calculated by the ocean
model,P,.,is compared to the power calculated with the CRidleh Pcrp.

Table 5-9 - table of 2d results

dx (m) Ug (m/S) CT* Cp* Pcrp (kW) Pocn (kW) % Diff
20 1 0.981 0.68( 24.L 24.¢ 1.3%
20 3 0.981 0.67¢ 659.: 652.¢ -1.0%
20 5 0.981 0.67¢ 30506 2950.( -3.3%
40 1 0.94¢ 0.64¢ 24.2 24. -0.8%
40 3 0.947 0.64t 659.: 652.F -1.0%
40 5 0.947 0.64¢ 3050.¢ 2979.( -2.3%

Table 5-10 - table of 3d results, 20 layers

dx (m) [Ug(m/g)| dz(m) |A, (m2/S) Cr Cr  |Pcro (KW)[Poen (KW) % Diff
20 1 10 k- |1.28¢ 1.01¢ 24.¢ 25.1 2.7%
20 1 20 k- [1.09¢ [0.79¢ 24.2 25.C 2.3%
20 1 10nm 0.1 [1.28¢ 1.01¢ 24.L 26.1 6.9%
20 1 20 0.1 [1.09: [0.79¢ 24.2 25.1 2.6%
40 1 10 k-¢ [1.08%  10.79( 24.¢ 25.C 2.4%
40 1 20 k-¢ |[1.00z |0.701 24.¢ 24.¢ 1.4%
40 1 10nm 0.1 [1.08t [0.79( 24.L 26.C 6.3%
40 v 1 20 0.1 [1.00z [0.701 24.L 24.¢ 1.9%
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dx (m) Uy (m/s)] dz(m) A, (m79] Cr Co |Pern (KW)[Pocn (KW) [% Diff
20 3 10m | ke [L.28° [L.01 659.. | 637. |-3.3%
20 3 20m | ke [1.097 [0.79¢ 659.0 | 647.C |-1.9%
20 3 10m | 041 [1.28° [1.01¢ 659.2 | 636 |-3.5%
20 3 20n | 01 [.09: [0.79¢ 659.. | 646. |-2.0%
20 0 3 10m | ke [L.08F [0.79C 659.. | 650.F |-1.3%
40 3 20nm | k-e [1.00: [0.701 659.. | 654. |-0.7%
20 3 10m | 041 [1.08 [0.79C 659.. | 660.1 |0.1%
40 3 20m | 01 [.00: [0.701 659.. | 654.f |-0.7%
20 5 10n | ke [L.28° [.01¢ | 3050.¢ | 2744.( [10.1%
20 5 20n | kee [1.097 [0.79¢ | 3050.¢ | 2830.0 |-7.2%
20 5 10m | 04 [1.28° [1.01¢ | 3050.¢ | 2638.( [-13.5%
20 5 20m | 01 [.09: Pp.79¢ | 3050.¢ | 2814.( |-7.8%
20 0 5 10n | ke [1.08% [0.79C | 3050.¢ | 2864.( |-6.1%
40 5 20n | kee [1.00 [0.701 | 3050.¢ | 2926.( |-4.1%
20 5 10m | 04 [1.088 [0.79C | 3050.¢ | 2861.( |-6.2%
40 5 20m | 0.1 [.00: 0.701 | 3050.¢ | 2924.( |-4.2%

5.45.3 TEST SET 3: Bottom Friction

In all the results thus far, we have used the sftup simple channel with no bottom friction. Tiaw

is then uniform over the cross section. Howeven goastal ocean environment the flow is in thenfor
of a tidal boundary layer where the velocity inaearapidly from the bottom and is more uniform in
the upper water column. The actual shape of thecitgl profile depends on both the magnitude of
bottom stress and the vertical variation in turhtleiscosity. When the viscosity is constant, the
problem has an analytical solution with a parabehciation in velocity. We consider the constant
viscosity case first before we introduce the coogiions with differences in turbulence closure
between the CFD and ocean model.

A constant velocity of 3m/s is used. For the canistiscosity case, the vertical viscosity is sfediin
both the CFD and ocean model@/so.]mzls andu*zsz/pzcbutz) With C.=0.01 ande=1.344n/s (from
the ocean model),=0.1344n/s andIb=18.0633G’a_ Later, thek—¢ turbulence closure of each model
is used to calculata,.

For this Test Set, horizontal averaging dimensi@h$ of 40, 20 and 10m were used with vertical
averaging dimensions of 10, 20 and 50m. The ®=$um the CFD model are summarized in Table
5-11.

Table 5-11:Values for G and G based on different averaging volumes..

dx (m) dz(m) |Cr (A=0.1)[Cr (A=0.1)| C;(k—€) | Cpr (k=€)
10 10 1.61: 1.51¢ 1.567 1.45;
10 20 1.287 1.081 1.237 1.01¢
10 50 0.99¢ 0.73¢ 0.99¢ 0.73¢
20 10 1.21: 0.98¢ 1.20¢ 0.98¢
20 20 1.12¢ 0.88: 1.09¢ 0.847
20 50 0.94¢ 0.68¢ 0.95: 0.687
40 10 1.05( 0.79¢ 1.057 0.80¢
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40 2C 1.047 0.79: 1.02¢ 0.767
40 5C 0.92¢ 0.65¢ 0.92¢ 0.66:

The ocean model is discretized with square elemprt® horizontal with edge lengths4x=10,20, or
40m. In the vertical dimension, the discretizationtlie ocean model is a de-average (2d), or 20
layers where1z=2.5m (3d). In addition, vertical viscosity was taken asonstant valuA,=0.1m/$
which is appropriate for coastal ocean spatialesc

The results for the constant viscosity case arevsanzed inTable 5-12where the power calculated
the ocean modelR. is compared to the reference power calculated WithCFD model, Pcrp.
Vertical velocity profiles from the vicinity of thaurbine are given ifFigure 5-6 (ocean model) and
Figure 5-7 (CFD model).

Table5-12: table of 2d results and 3d results with 20 la

dx(m) dz(m) |A, (mzls) CT* Cp* Pcep (KW)|Poen (KW) | % Diff
10 10 0.1 1.61: 1.51¢ 655.: 534.: -18.5%
10 20 0.1 1.287 1.081 655.¢ 580.: -11.4%
10 50 2d 0.99¢ 0.73¢ 655.: 633.1 -3.4%
20 10 0.1 1.21: 0.98¢ 655.¢ 620.4 -5.3%
20 20 0.1 1.12¢ 0.88: 655.¢ 635.4 -3.0%
20 50 2d 0.94¢ 0.68¢ 655.: 652.7 -0.4%
40 10 0.1 1.0E0 0.79¢ 655.: 654.: -0.1%
40 20 0.1 1.047 0.79: 655.¢ 656.: 0.2%
40 50 2d 0.92¢ 0.65¢ 655.¢ 659.¢ 0.7%

0
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Figure 5-6: Velocity profiles for dx=20m in the ocean mo
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Figure 57: Velocity profiles along the centerline in the afddel

The results using the k-turbulence closure are summarize(Table 5-13. P, indicates power for a
simulation including the form drag paramein the k- turbulence closure mod¢P,., indicates power
for a simulation neglecting the form drag paramatehek—e turbulence closure moc

Table5-13: table of 2d results and 3d results with 20 la

dx(m) | dz(m) Cr Cr  |Pcero (KW)|Poen (KW) Pocnz (KW)| % Diff | % Diff2
10 1C 1.61Z 1.51¢ 661.6 | - | e | e | e
10 20 1.28i 1.081 661.6 | - | - | e | -
10 5C 0.99¢ 0.73¢ 661.¢ 634.7 | --—---- A41% | -
20 1C 1.217 0.98¢ 661.¢ 689.¢ | --—---- 42% | -
20 20 1.12¢ 0.88: 661.¢ 644.¢ 624.] -2.6% -5.7%
20 5C 0.94¢ 0.68¢ 661.¢ 658.. | ------ 05% | --—---
40 1C 1.05( 0.79¢ 661.¢ 687.¢ 629.¢ 3.9% -4.8%
40 20 1.047 0.79: 661.¢ 664.2 646.¢ 0.4% -2.3%
40 5C 0.92¢ 0.65¢ 661.¢ 666.C | --—--- 0.6% | ------

Table 5-14: table of 3d results with 80 layers

dx(m) | dz(m) Cr Cor  Pcrp (KW)|Poen (KW) Pocnz (KW)| % Diff | % Diff2
40 1C 1.05( 0.79¢ 6618 680.¢ 617.¢ 2.85% | -6.63%
40 20 1.047 0.79: 6618 659.¢ 642.¢ -0.28% | -2.86%
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5.4.5.4 Test Set 4: Multi-Turbine Array

The results described here are for an array oéthrbines within a simplified channel. The intento
evaluate the coupling methodology for small arrayihe turbine layout and averaging volumes are
shown in Figure 5-8. The turbines are configured staggered array with two turbines upstream and
one turbine on the centerline downstream. The giggavolumes used here were 50 andth&@uare
cells in the horizontal and either 10 om2h height.

The results from the CFD model are summarized liela-15 and Table 5-16.

Table 5-15:Values for G based on different averaging volumes.

dx(m) Ug (m/s) dz=10m dz=20m
50 m 3 1.545 1.197
60 m 3 1.383 1.136

Table 5-16:Values for G based on different averaging volumes.

dx(m) Ug (m/s) dz=10m dz=20m
50 r 3 1.34: 0.91¢
60 ir 3 1.138 0.847

The ocean model is discretized with square elementise horizontal with edge lengths 4%=50 or
60m. In the vertical dimension, the discretizatiorthie ocean model uses 20 layers whtze2.5m. In
addition, vertical viscosity\,, was approximated in 2 ways: a constant valg®.1 and with the use of
ak-¢ turbulence closure sub-model that is appropriatedastal ocean spatial scales.

The results are summarized in Table 5-17, wherepthwer calculated by the ocean model, is
compared to the power calculated with the CFD mdeigb.
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Figure 5-8: Layout for the turbines. Dimensions aren. (from Michael Shives)

Table 5-17:table of 3d results, 20 layers

dx(m) [Ug (m/s)| dz(m) [A, (m7s)] Cf Cr  |Pcro (KW) [Py (KW)| % Diff
50 ir 3 10m | k-e | 1.54f | 1.342 | 2018.; | 2376.0 | 17.7%
50 Ir 3 20m | k-e | 1.197 | 0.91¢ | 2018.. | 2149.C | 6.5%
50 Ir 3 10 i 0.1 | 1.54f | 1.34z | 2018.. | 2307.( | 14.3%
50 Ir 3 20 0.1 | 1.197 | 0.91¢ | 2018.. | 2143.( | 6.2%
60 Ir 3 10m | k-e | 1.38: | 1.13¢ | 2018.; | 2329.C | 15.4%
60 Ir 3 20m | k-e | 1.13¢ | 0.847 | 2018.. | 2151.( | 6.6%
60 Ir 3 10 i 0.1 | 1.38¢ | 1.13¢ | 2018.. | 2309.( | 14.4%
60 Ir 3 20 0.1 | 1.13¢ | 0.847 | 2018.. | 2094.( | 3.8%

5.4.6 Discussion

5.4.6.1 Test Set 1

In general, the most accurate results are for tfa@ser horizontal resolutiondxc40m anddx=20m)
and reasonable vertical resolution (20 layers).idalperrors are of the order of 1%. The 2d resaifes
comparable to the more accurate 3d results.

There are a number of reasons why the results dsiidm have poor accuracy. At this resolution, the
flow is no longer hydrostatic and governed by thallew water equations, but is governed by the
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Reynolds equations with dynamic pressure includ&ith the shallow water equations, the only
horizontal pressure gradients included are dueh¢éosea surface slope. In reality, a pressure cone
develops at the upstream face of the turbine amdptiessure gradient forces the flow around the
circular face with shear layers at the edges. Tlai@v water equations simulate this by creatirsga
surface slope that diverts the flow around theihdriin a 2d horizontal sense.

In addition, the shear layers are at the edgeshefaveraging volume with the high resolution
(dx=10m). However, this resolution cannot replicate florizontal stresses accurately. Hence there is
insufficient horizontal (and vertical) friction duc¢hat the velocity is underestimated and the pawer
too small.

Of the 3 methods used to specify vertical viscogir0.1m/$ produces too much vertical friction and
the highest estimate of power, aAg=0.01m/3 produces too little vertical friction and the laste
estimate of power. Both of these methods prodwedees/that are unrealistically long and extend from
the turbine at x=2000m to the outflow exit at x=660

The turbulence closure model produces a more tieadind spatially variable estimate Af Vertical
viscosity @), turbulent kinetic energyke), dissipation €), and length scalds) are shown in Figure
5-2 through Figure 5-5 for locations at the turbamel 500m upstream and downstream. In the case of
the turbulence closure model, the viscosity doveastr is much larger than the constant viscosityscase
and the wake velocity deficit is reduced by 90%@®m. Note the length scale in Figure 5-5 where
scales as distance from the wall.

The turbulence model contains a term for produdbipfiorm drag. The effect of this term is to proeuc
small length scales (Figure 5-5) and relatively Ismweartical viscosity (Figure 5-2). In this TesttSe
bottom friction was neglected, so turbulence induf@m drag is dominant. Without this term the
vertical viscosity is too large and the resultamiver is overestimated.

Finally, vertical resolution was increased to exantonvergence rate as a functiorvef(Table 5-5
and Table 5-6). Witth,=0.1m/$, a constant, the convergence rate is second diderever, with thé-
e sub-model, the convergence rate is first order.

5.4.6.2 Test Set 2

In the previous test set the height of the avepgmiume was the diameter of the turbine. As altesu
the estimates for power were sensitive to detdith® vertical eddy viscosity because the edgdef t
averaging volume was at the location of high véjoshear. In essence, the ocean model would need
high resolution similar to the CFD model in ordere accurate. However, the ocean model does not
have the correct physics at the higher resolutiwhitis not sensible to replicate the work donehsy
CFD model. The obvious solution is to increasedize of the averaging volume in the vertical. This
set of tests indicates that this approach was rexxcerate.

In general, the most accurate results are for tiaese horizontal resolutionX=40m) and reasonable
vertical resolution (20 layers). Typical errors afethe order of 1%. The 2d results are comparable
accuracy to the 3d results. These results arecalsparable in accuracy to the previous resultsguain
10m height for the averaging volume.

These results using B0averaging height tend to be more accurate thanrdgkelts using a 10
averaging height, particularly fab=20m. Moreover, they are insensitive to the detailthef method
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used to calculate vertical viscosity. For thesewdations, this is an advantage since the CFD maale|
the Ocean model use slightly different methodsaloudate viscosity.

From a physics point of view, using al2@veraging height removes the non-hydrostatic dyceand
need for high resolution in the shear layers outhef ocean model and places that task in the CFD
model. This is reasonable because the CFD modksl imore accurate in this domain.

From these tests it appears that a useful averagihgne is a cube with dimensions of twice the
turbine diameter on each side. This volume cambeeased in the horizontal as necessary to magch th
element size of the Ocean model. The results ditf20m are not as accurate as those vadk40m
which appears to result from the lack of horizortadtion. The frictional mixing in the horizontal
becomes more important as the cell size is reduced.

5.4.6.3 Test Set 3
Constant Vertical Viscosity

For this test case with bottom friction and bougdayer, the most accurate results are for theseoar
horizontal resolution dx=40m) with typical errors that are smaller than 1%. Tla results are
comparable in accuracy to the better 3d resultsdke20m the errors increase to 3% fdz=20m and
5.4% for dz=10m. The errors are largest fabx=10m. These results support the hypothesis made
previously that the minimum length scale for theraging volume must be at least twice the turbine
diameter in order to for the calculated power teehaeasonable accuracy.

These results can be put in context by adoptindysips point of view and considering the flow
dynamics. The ocean model is hydrostatic so thg préssure gradient force is due to the surface
gradient. When a form drag is introduced, the floust be modified to satisfy the continuity consttai
The only way to accomplish this with a pressuredignat force that is constant over depth is to
accelerate or decelerate the flow in the entireewvablumn. This leads to a flow that is uniformly
increased in the upper and lower water column anthé computational elements adjacent to the
element with form drag (see Figure 5-6).

On the other hand, the CFD model contains 2 tyfesassure gradient forces: one is the hydrostatic
component that drives the flow along the channdlraanifests itself as a pressure gradient on tfie ri
lid, the other is the non-hydrostatic or dynamiegsure that forms a cone upstream from the turbine.
When the form drag is introduced, the flow is decatied across the turbine and forms a jet around
turbine (see Figure 5-7). The velocity profiles #nen substantially different between the CFD and
ocean model.

In comparing Figure 5-6 and Figure 5-7, there ima@or difference in the profiles. However, the
situation is not as bad as it appears becauseetheity is computed differently. In the ocean modet
velocity represents a horizontal average over twheeturbine diameter, 89 For the cfd model, the
velocity is a slice taken down the centerline. &@ough comparison, average the centerline veldatity
the CFD model with the velocity outside the turbii®0) to get a value comparable to the ocean
model.

These test results reflect the differences in dyosibetween the 2 models. In essence, the averaging
volume must be sufficiently large to include a $absal part of the flow around the turbine so @s t
mitigate the differences in the models. Hence thheeults are always accurate because they include
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the entire water column. The least accurate resualtsir when the averaging volume is restricted in
both the horizontal and vertical. By increasing theeraging volume to a large size, the volume
averaged velocity approaches the free stream ¥ghlobiere both models are very accurate.

However, in the real world there is considerablgalality in velocity in both time and space. The
averaging volume used is then a tradeoff betweelucieg errors by increasing the volume and
increasing the errors due to inadequate resolatidine large-scale flow variations. For the spacaes

in these test problems and most coastal oceangmshiix=20m anddx=40m is probably sufficient to
resolve the spatial scales in the ocean model.

k-eturbulence closure

Except for the 2d simulations, the initial resultish the standard—¢ closure model had much larger
errors than found in previous resulg 4. in Table 5-13). On the other hand, the previosgsilts with
constant viscosity were quite accurate (Table 5-H8nce there are significant differences in the
closure schemes in the CFD model and the oceanlnfftier some experimentation, the ocean model
results were found to be very sensitive to the fdation of the form drag production term. In this
particular scheme, form drag production is addedhtear production in both thke and £ equations.
This addition results in a largéte ande in the depth range of the turbine, but a much Em&ngth
scale.

In the power calculation in the CFD model, formgl@oduction is probably not an important factor
since the effect is downstream. However, it is iBsiie item in the ocean model due to the volume
averages which include both upstream and downstfEams. The ocean model results with no form
drag productionR,., in Table 5-13) tend to be much more accurate éXoefgthe 10 m volume height
(5% errors). Hence form drag production probablyusth be ignored in the ocean model for the time
being. Then the CFD model and ocean model are stensiin the treatment of this term.

The vertical resolution was increased from 20 tola@@rs in order to evaluate the effect of vertical
resolution on the errors. In general, there is allsohange in calculated power as a result of small
changes in bottom friction. This result indicateattthe bottom shear should be adequately resolved;
otherwise the resolution in the water column isugate with 20 layers.

54.6.4 Test Set 4

In general, these results for a three turbine aar@ynot as accurate as the power calculations for
single turbine. Typical errors are of the orde7®6 for 2(n height for the averaging volume and 15%
for a 10n height for the averaging volume. The results uglfig averaging height tend to be more
accurate than the results using anlderaging height, and they are relatively inséresio the details
of the method used to calculate vertical viscosity.

From the previous results for a single disk, a wiseferaging volume is a cube with dimensions about
twice the turbine diameter on each side or larghkis criterion led to errors of the order of 1928 in
power estimates. This volume can be increaseceimdhizontal as necessary to match the element size
of the ocean model.

With the present results, the averaging volumepjsaeently too small to capture all the dynamical
differences between the CFD and ocean model. fndhise, the appropriate length scale is the size of
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the array rather than the size of a disk as irptiegious case. An analysis of the velocity and sares
differences would confirm this hypothesis. Hencereduce the errors in power to the range of 1% to
2%, an averaging volume witdx=70 to 140n would be necessary. Unfortunately, this scale is
sufficiently large that there may be other probleesolving features in the large-scale flow thahis
output from the ocean model.

Further work on array configurations is beyond wtet be accommodated in the current project. For
future work it is recommended to consider smallgitsuor building blocks for a larger array. Each of
these units would occupy one grid cell in the oceentlel. For large uniform arrays, it would make
sense to partition the array on lines of symmadrgnoid small-scale features in the CFD model. sk te
of this would be to examine the 3 disk array usedhis Test Set and split it into two averaging
volumes divided down the centre of the central .diglen there would be a right and left volume with
half the centre disk and one side disk. If thishodtis viable, then it would enable simulationsanfje,
regular turbine arrays installed in locations likéinas and Petit Passage. The fence would be
partitioned into central parts, which would essahtibe repeating unit, and a right and left end.pa
Unfortunately budget and time constraints requia testing of such a configuration be left forufet
work.

5.5 SUMMARY AND NEXT STEPS

The results for the different horizontal and veatisizes of the averaging volume again indicatettiea
volume should be at least twice the dimension eftthibine in order to maintain accuracy. Thaths, t
volume should average over the differences betwleemydrostatic and non-hydrostatic models. Then
by passing just two parameters from the CFD moddlwsing the appropriate horizontal and vertical
resolution in the ocean model, the effects of thenfdrag from a turbine and the resulting powepuotit
can be calculated with a reasonable degree of acgullypical errors range up to 3%. The general
degree of accuracy holds across the velocity raygieal for operation of turbines with higher egat
high velocity.

There is no middle ground. Further reductions im dfze of the averaging volume lead to substantial
errors due to differences in the flow around thibihe caused by formulation differences between the
Ocean and CFD model. In essence, the turbine sffecist be averaged over a sufficiently large
volume or must be fully resolved in order to obtadturate results.

The only other path is to imbed a highly refined grithin the ocean model grid and perform CFD
calculations on the refined part. This is similar the approach used in the near-field coupling
methodology, but with two-way data passing betwdgenmodels. There are a number of technical
impediments to this approach including but not tedito severe loss of efficiency, issues with using
one model or two overlapping models, and how tol deith the refinement transition and any

overlapping grids. While this approach may be falast is outside the scope of the current project.

The k—¢ turbulence closure model yields a more realistid accurate calculation of vertical viscosity
and its important horizontal and vertical variaionThek—¢ turbulence closure model also produces
more realistic turbine wake recovery. However,rémults using &—¢ turbulence closure model with a
bottom boundary layer (bottom friction) showed #igant discrepancies between the CFD and Ocean
model. But, by neglecting form drag production, tésults could be put into reasonable agreement.
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In the ocean model, form drag production is addeshear production in both tllee and £ equations.
Past experience with form drag in aquaculture artes shown that a more accurate approach is to add
an additional dissipation term to tlike equation. This presents a branching line of inquhich
cannot be pursued within the framework of the aurpeoject.

Some tests were performed with multi-turbine arrdyse results indicate that the turbine effectdesca
with the size of the entire array rather than aleirturbine. Hence the averaging volume must be at
least twice the size of the array. Depending onghecific problem, this scale may be too large to
resolve the large scale flows. A solution may bege the concept of building blocks of turbinesisTh
involves dividing the arrays along lines of symmethen using these planes as walls in the CFD
model. The individual pieces would be assemblethinocean model where the end turbines require
special treatment. This concept is similar to thpraach used by Ross Vennell [16] where boxes
containing the individual turbines were used.

Testing of multi-turbine arrays leads to discussidrblockage effects. This is not believed to be an
issue with the ocean model where any distributibdrag and closure is accepted and the flow adjusts
accordingly. It is an issue with the CFD calculatiohowever. At high blockage ratios ideal tidal
turbine performance can no longer be consideredp@ddently; ideal turbine resistance coefficients
may be much larger than those predicted by the Bmtat. This leads into further discussion of
independent turbine control within an array as stigated by Vennel [17]. Further research is nexgli

to solve these outstanding issues.

The near-field coupling methodology, at its currstatte of development, is appropriate for simufatio
of a single turbine or multiple weakly interactingbines in a tidal flow. The FORCE tidal testifig
falls into that later category. In the following@&ion the near-field coupling methodology is aggbto
Minas Passage; first using simplified (non-CFD wkxl) turbine parameters to estimate the total
extractable power in the passage, and second, usalgtic (CFD derived) parameters to simulate
turbines installed at each of the four FORCE testtis.
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6 NEARFIELD CROSSCOUPLING METHOD

This section covers testing of the near-field cmgpimethodology in the real-world environment of
Minas Passage. There are a number of challenge®wung from the simple test channel to a real
world test case including the variable currentctioe and speed, and variable depth. Ide@fyand

C» would be fully specified in a lookup table whiclowid require a large number of CFD simulations.
In addition, operating conditions would need tothken into account. Howeve€; andCp are
relatively constant for the maximum power casesqmted here so we have adopted single values for
this demonstration. Initial testing of the neatdi methodology in Minas Passage assumed constant,
characteristic values @; andCs .

6.1 SITE DESCRIPTION

The Bay of Fundy is located on the east coast affiNamerica between approximately®4dnd 46 N
latitude (Figure 6-1). The resonant period of thystem is slightly longer than the period of the
dominant tidal constitueni/l,, and this area is well known for the large tidegein the upper bay [18]
[19]. The node point for the oscillation is neae thelf break east of Georges Bank; however, shis i
complicated by other resonances parallel to th# #tet extend down to Boston and Cape Cod.

We have chosen to model the entire bay down to Caygkand extending offshore for several reasons.
When modifying the form drag in the upper bay, teeonance can be altered so that it becomes
difficult to specify boundary conditions in a mdmited area model. Moreover, previous studies have
shown that introducing features such as barragesnoalify the resonance and have significant effects
on tides as far as Boston [20]. Hence, it seemeogpigte to model the entire system.

The particular area of interest here is Minas Bagere the largest tide range occurs, and Minas
Passage that connects Minas Basin with the uppeoBBundy (Figure 6-2). Minas Basin (and Bay of
Fundy in general) contains extensive tidal flatsd#l sensitivity tests indicated that treating imett
and drying of these flats accurately is importamt &ttaining accurate model results for velocity
amplitude and phase.

The dominant tidal constituent is tMy and the amplitude varies from 0.5 m at the opambary to
over 6 m in Minas Basin. In an earlier study, 8stitnents are used in the open boundary conditions—
M,, S, No, Ky, Ky, Oy, P, and Q. Most of these constituents are small compargdai, (particularly

the diurnal constituents) but were retained in ptdeassess the accuracy of the model againsatide
current observations. The nonlinear interactiortsvbéen the semidiurnal constituents are important in
many situations. The earlier results indicated thiég representation of the system was reasonably
accurate with constituent amplitude errors of a éevand phase errors of a few degrees in general.
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Figure 6-1: Geometry and bathymetry of Bay of FurgBa level observation sites are denoted with &O is
Atlantic Ocean, GOM is Gulf of Maine, BF is Bayroindy, MB is Minas Basin, GB is Georges Bank, B is
Boston, and CC is Cape Cod.
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Figure 6-2: Minas Basin and Passage.sea level observation sites,, current meter sites.

6.2 INITIAL TESTING INMINAS PASSAGE

The first application of the near-field methodologgs in a model of Minas Passage using a simple
turbine representation. Constant valueefand Cr were specified in the calculations and the free
stream velocity was approximated as equal to tHeazeraged velocity. The goal in this initial vior

Prepared for: OERA Final Report 78



Cross-coupling between device-level CFD and Ocegaptac Models applied to multiple TISECs in MineasBage February 112012

was to provide an estimate of the maximum extrdetgiower from Minas Passage that could be
compared to the analytical relations of Garret @nchmins [21] [22].

A grid was constructed for the coupled Gulf of MgiBay of Fundy, Minas Channel, and Minas Basin
system. The model is forced with ocean tides fdmm Atlantic Ocean. The computational grid with
depth color contours is shown below in Figure 6vYariations of this grid were used by Triton
Consultants Ltd to estimate ambient tidal resoutddinas Passage in 2009 and again in 2011.

This work applied the near-field coupling methodplalescribed in Section 5 to represent turbines
within Minas Passage. Turbines were applied umifpracross the Passage in a fence configuration
and successive runs were performed with increatirigine drag coefficient until maximum power
extraction was achieved. A maximum power value&diGW was found, which compares well to
estimates made using the analytical relations ofréfaand Cummins [21] [22]. This work is
summarized in a paper published in the Journalesfe®/able Energy [23].

The turbines in this work were modeled using a tamisturbine thrust coefficient based on a single,
isolated device and used empirical relations ddrivem vegetation experiments to estimate the flow
blocking and turbine interactions. These empiriedations are less than ideal when attempting to
accurately estimate the power available to a stadiine array such as the FORCE test site.

The following section examines simulations of tH@RECE tidal test facility with turbines installed at
each of the four berths, with turbine parametelsutated as described in Section 5.
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Figure 6-3: RiCOM Model of the Gulf of Maine, Badyfaindy, and Minas Passage and Basin.

6.3 MODELING OF THEFORCETESTSITE

In the results presented here, we have extendsé thethods developed in Section 5 to the fieldescal
problem of four turbines 16m diameter turbines @thm Minas Passage at berths A, B, C, and D of the
FORCE test facility (Figure 6-4).

A 200m by 200m horizontal computational grid wasated for each site and extended in the vertical
from mean sea level to the bottom defined by ba#tyimdata. For the CFD model, this became the 3-
dimensional computational domain and was refinealli8 dimensions.

Bathymetry in both models was specified based olti-imeam measurements made by the Department
of Oceans and Fisheries and Partners in 2007 (24 the course of this project we were made aware
of more a more recent multi-beam survey of the FBR{@e at 40cm resolution conducted by Seaforth
Engineering. The two data-sets were compared @w0,000rh area around each berth. Indeed the
newer survey provides increased resolution, butlifierence between the measurements is small at an
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rms difference of approximately 0.5m. Since 5noha#on is more than adequate for this work, the
2007 measurements were retained.
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Figure 6-4: Computational grid with colour contoussound FORCE test site.

For the Ocean model, each sub-grid was refined3dwg 3 (2 deep water sites, B and C) ora 5 by 5
grid (2 shallow water sites, A and D). The compatatl element sizes were then 66.67 m and 40 m
which defined the horizontal averaging dimensioos the CFD model results. Each sub-grid was
rotated such that the x axis was parallel to thection of maximum flood velocity. The sub-gridsree
inserted into a refined version of the grid usethminitial study of the Bay of Fundy study.

Finally, the ocean model was run with thl constituent until periodic steady state was redcte
about 100 hours of simulated time. The maximumdleelocity was extracted on the edges of each
200m by 200m sub-grid and these values were usedbdondary conditions in the CFD power
calculations.
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The CFD model provided a thrust coeffici€it and power coefficienEr that were then used in the
ocean model to provide estimates of power for tht@rdines. To account for non-yawing turbines,
power is estimated based only on the componerglotity parallel to the turbine axis.

6.4 LocAL ScALE CFD SIMULATIONS

The CFD simulations of the four berth sites weraduwted by UVic. For each Berth, a mesh was
generated with the local coordinate system aligniti the flow direction at the maximum flood
condition as determined from previous Ocean-Scatellations conducted by Cascadia. The bottom
boundary was generated from high resolution (5rth)ymaetry data [24]. The domain was a square with
sides 200m long centered on the turbine locatitr Aeight of the top boundary was set based on the
water height at the center of the domain for the fil@od condition as determined by ocean-scale
simulations. The turbine was modeled as a poraalswiith the quadratic resistance coeffici€f set

to a constant value using K=1.8 and B3H)(

The disc diameter was 16m for all berths. The ngpsiting was similar to that used for the lab-scale
simulations (shown in Table 4-2), but scaled wihté turbine diameter.

The applied boundary conditions were as follows;

« Inlet velocity: The inlet velocity was specified based on a 2Dicifterpolation of velocity
data supplied by the ocean scale model at its Hodations along the boundary. The
interpolation was done with respect to the latpaition (y) and the height above the bottom
(h). (Note that using the z coordinate (depth bettart datum) for the interpolation would
have resulted in non-physical velocity profilesvien ocean scale node locations due to the
irregular bottom geometry.)

e Inlet turbulence: The inlet turbulent kinetic enerdy and dissipation rate were set using
ocean model output along face-centers. 2D lingarpolation with respect to (y,h) was used
for the turbulence quantities.

 Domain sides. The side walls of the domain were specified udimgopeningoption. The
specific conditions set depended on whether oth@bcean scale model had inflow occurring
at any point on the boundary. For cases with afigvin the velocity was set from a 2D cubic
interpolation of nodal values produced by the ocseale model, and turbulence quantities
were set using 2D linear interpolation of face-eeed values produced by the ocean scale
model. For cases with no inflow, thapening for entrainmenbption was used with zero
relative pressure, armbro-gradienfor the turbulence quantities.

« Outlet: A pressure outlet with zero relative pressure sygified.

« Bottom: The bottom boundary used a specified shear stietesad of attempting to resolve the
boundary layer explicitly. This was done primatityretain consistency with the Ocean scale
model. The shear stress was set using a lineapat&tion of wall shear stress data from the
ocean scale model results.

« Top: The top boundary condition was modeled as a figedstant height, free slip walidid
lid). The domain height was set based on the watethddptermined by ocean-scale
simulations. It was found from ocean-scale sinmaoifet that the water height difference across
the domain was sufficiently small to justify thgid lid approach.
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The applied boundary conditions were not guaranteedbe exactly compatible with the RANS
equations being solved, and in general the typicahsures of iterative convergence (max and rms
residual values) did not reduce with increasing benof iterations. Instead, the velocity at several
points within the domain was monitored and simalsdi were considered converged when these
velocities no longer changed with further iteratiéys a second verification of iterative convergence
the max and rms residuals were checked during prosiessing for a square region with side length
160m centered on the porous disc location (i.esedf20m from the inlet outlet and lateral bounds.)
Within this region the residuals converged to atalelp values.

The results were post-processed to provide thpmsiver, andCr, C; based on volume averaged
velocities for the ocean scale horizontal grid side.

6.4.1 Turbine Parameters

The results from the CFD model are volume-averameat the horizontal area of a computational
element in the ocean model (66.67 m square and dQuare) and over the depth of the water (2d) or
over twice the turbine diameter (3d) in the veltidde turbine is at the center of the averagingme.

From the results of the CFD model, the parametavs the values shown in Table 6-1.

Table 6-1: Values fo€; andCp for the 4 sites at peak floo@lis the rotation angle of the sub-grid clockwise
from north, dz=H indicates a 2d result.

ste | dx(m) | dzm) 0 TkN) | PkW) | Cr Cr
A 40 H 12¢ | 568.( | 989.1 | 1.031 | 0.76i
B 66.61 H 112 | 745 | 15017 | 0.98¢ | 0.72
C 66.61 H 117 | 721.€ | 1424 | 1.00: | 0.73¢
D 40 H 121 | 695. | 1350.F | 1.02¢ | 0.761
A 40 32 12¢ | 568.( | 9897 | 1.08C | 0.82
B 66.61 32 112 | 745 | 15017 | 0.99¢ | 0.73¢
C 66.61 32 117 | 721.€ | 1424 | 0.981 | 0.71¢
D 40 32 121 | 695. | 1350.F | 1.07: | 0.821

6.4.2 Ocean Model Setup

The model grid was constructed from unstructurishgfles that vary in edge length from 12 km on the
open boundary to 40 m at the sites in Minas Pasdag®tal, there are 69583 vertices and 135101
triangular elements in the horizontal. On a desktmmputer, the model runs 60 times faster (2d) and
15 times faster (3D) than simulated time.

In the vertical dimension, the discretization ire thcean model is a depth-average (2d), or terrain
following (o) coordinates (3d). For the 3d results 24 layenewsed with increased resolution near the
bottom to resolve the bottom boundary layer.

Initially the Ocean model was run with approximatebine parameter values to provide boundary
conditions to the CFD model. The CFD model wasitheed to recalculate the turbine parameters.
The Ocean model was then run again with the relzdéml turbine parameters. The results were
checked against the first run to determine if fartiteration was necessary. In all cases a single
iteration was sufficient to achieve converged rtssul
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6.4.3 Resu

The Ocean model was run with turbines in both 2d 3eh using the parameters given in Table 6-1.
The results for power from the four turbines inkeaonulation are given in Table 6-2. Figure 6-5 and
Figure 6-5 show a time series of along-axis cursgr@ed and power for each site (2d). Figure 6-7

Its

shows the currents over the FORCE site at peakifloo

Table 6-2: Turbine power results at peak flood.

Ste | dx(m) | dzm) ) Cr Co |Poro(KW) Pon(KW) | % Diff
A 40 H 12€ 1.031 0.76. 989.7 1115 13%
B 66.67 H 113 0.98¢ 0.727 1501.% 126¢ -16%
C 66.67 H 117 1.00: 0.73¢ 1424.; 128¢ -10%
D 40 H 121 1.02(C 0.761 1350.t 1397 3%
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Figure 6-5: Time series of along-axis current spéadhe 4 sites in Minas Passage.
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Figure 6-6: Time series of power for the 4 sitedimas Passage.
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Figure 6-7: Current speed contours and directioniveus at peak flood.

6.4.4 Discussion

The 2d and 3d Ocean model show good agreemenity lgeneral the results for the FORCE tests sites
do not show the same agreement between the CFDeemh model power estimates that was observed
in the simple channel test cases. The FORCE t&stssenario tested here is significantly more
complex problem than the simplified test channéthe CFD models are driven with boundary
conditions derived from the Ocean model, but evethimv the small sub-domain the models are
resolving the flow differently. This is most pramzed at Berth A, where most of the sub-domain sits
on a ledge of about 38m depth. But in the norttiigno of the domain the bottom falls down to about
55m depth. Current speed is highly variable witthi@ sub-domain; even when simulated without the
presence of a turbine there is an estimated 10diffesence in flow speed across the face of the
averaging volume. The different resolutions andgspds between the models result in different
estimates of the flow field and therefore differeatimates of velocity and power at the turbine.

Testing with a range of inlet conditions has shamenturbine paramete@;’ andCe to be quite stable.
This suggests that any discrepancy in the flovd fitween the CFD and Ocean model will have little
impact on the values @; andCp. The turbine power is much more sensitive todheent speed.
The difference in power estimates comes down ta@dmsistency of the calculations in each model. So
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the coupling methodology should be considered ssfak but the accuracy of the power estimates are
of course dependent on the accuracy of the oceadelmo

6.5 SUMMARY AND NEXT STEPS

An advantage of the volume-averaging method isithetows the CFD model to do what it does best
in modeling the small-scale flow accurately, anidves the ocean model to do what it does best in
efficiently modeling the large-scale flows. For givpower conditions, the coefficier@s andC, are
relatively constant over a range of current speeddat the method is robust. A natural extenssco i
include operating conditions as well and the efficly of this method becomes more obvious.

For this first iteration, the peak power from theean model is less than the power calculated by the
CFD model mainly because of differences in howfthe field was resolved within the sub-domains
containing the turbines. To achieve agreement iep@stimates between the Ocean and CFD models
in complex scenarios such as this, further wonlealired to make the formulation for bottom frictio
consistent between the models, to modify the taree closures to be the same, and to include free
surface effects in the CFD model.
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7 MID-FIELD CROSSCOUPLING METHOD

The mid-field cross coupling method relies on modgthe complex turbulent flow within the tidal
channel using CFD. The tidal flow conditions at #émerance and exit of the channel are specifieddas
on far field Ocean model data. The general appréadlustrated in Figure 7-1 for both the caseaof
channel between two large bodies of water (ext Pagsage and Grand Passage) as well as for #he cas

of a channel between open water and a bay (ex.dMiiaasage, Digby Gut).
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Figure 7-1: Mid field CFD cross coupling method

Upon examination of the flow field for Minas Passa@gs predicted by Acadia’s Ocean models) it
became apparent that a very large CFD domain wbaldequired to capture highly turbulent flow

forming near Cape Split during flood tide (shownFigure 7-2). It was therefore decided that Petite
Passage, one of the smaller tidal sites in Novai&gdoe used as a test case for studying this cross

coupling approach.
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The reversing flows as predicted by Acadia’s Oceadels and approximate dimensions for Petit
Passage are shown in Figure 7-3.
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Figure 7-3: Petit Passage, NS

7.1 METHOD

A flow chart summarizing the methodology used teeliep a mid-field cross-coupled model of a tidal
channel is presented in Figure 7-4. The accuradlisfapproach is directly linked to the qualitytbé
bathymetry data available for the site and the r@mgyuof the Ocean model used to generate boundary
conditions for the CFD model. This suggested apginshould therefore be considered preliminary as
it has only been applied to a single case thusifa has not yet been validated against tidal curren
measurements taken in the field. The model priedistwill become more accurate and the approach
much more streamlined as mid-field cross couplingpplied to future tidal sites.

It is also worth noting that over the course ofeleping a tidal project, the Ocean and CFD models
will likely be re-run multiple times as the requdrievel of accuracy increases.
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Run Ocean Model over a tidal cycle

A 4

Define extents of CFD model based on results from
Ocean Model

'

Create CFD model geometry, create mesh and
define flow physics

'

Specify boundary conditions based on
data from Ocean Model

v

Identify potential turbine deployment sites basedesult
from Ocean Model & setup data monitors at thosessit

Compare CFD model results to Ocean Model and
Field Data (if available)

Figure 7-4: Flow chart of mid-field cross coupliagproach

7.2 PETIT PASSAGETESTCASE

Petit Passage was selected as a test case fordtilth cross coupling. Petit Passage is a titiannel
that flows between Long Island and Digby Neck invil@cotia. The passage is roughly a rectangular
passage 3.5 km long and 0.5 km wide, with watetrdefrom 20 to 70 m. Acoustic Doppler Current
Profiler (ADCP) measurements from the passage heasured maximum currents in excess of 4 m/s.
There are regions of flow that are particularlytaolie for turbine deployment, with strong bi-
directional flow that has relatively low variangethe magnitude and direction of the flow. There ar
also regions where the bathymetry creates morelembflow. It has been estimated that Petit Rgssa
could support turbine arrays with an installed céfgaof 13 MW [25] and Fundy Tidal Inc. has been
awarded a 0.5 MW ComFIT for the passage. In manysywie passage is an ideal test site for turbine
deployment, and the monitoring and modeling ofiteb performance and impact.
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7.2.1 Ocean Model

Acadia University has been developed a high-remmutumerical model of the Digby Neck Passages.
The numerical simulations are run using the Fixiddume Coastal Ocean Model (FVCOM) [26] using
an unstructured grid. The model grid covers thereerBay of Fundy and Gulf of Maine region,
extending out into the Atlantic Ocean beyond thetioental shelf. The bathymetry and the coastlines
of the passage used in the model were gatheredra®fpthe South West Nova Scotia Tidal Energy
Resource Assessment Project (SWNS Resource Assajsfeee [27]). On the open boundary the
surface elevation is specified, and the tides thinout the region are allowed to spin up to the olesk
values. The large domain guarantees that the hieladl across the passages and the flow through the
passage develop naturally in response to the lmatdlymetry and are not strongly dependent on the
boundary conditions. As such, this model can beal usedetermine the boundary conditions for the
CFD model described below. The numerical grid hassalution of about 10 m in Petit Passage (see
Figure 7-5). This resolution is sufficient to reskome of the unsteady flow caused by the chainges
bathymetry and coastal features.

Numerical simulations of the flow through the pagsawere run in both 2D and 3D. The 2D
simulations are run over a typical month long tidatle. The 3D simulations are run for only a short
period of time due to the computational costs @f simulations. The cost of the 3D simulations is
strong motivation for the development of the CFDdedadiscussed below.

The results of the 2D simulation were compared BtCR measurements gathered as part of the SWNS
resource assessment. While this comparison ameneént of the model continue, the initial results
suggest that the model is capturing much of theatieh of the flow (see Figure 7-5). The simulated
flow tends to be too strong and shows larger vianiahan the ADCP measurements.

The results of the 2D FVCOM simulation was usegroduce the boundary conditions for the CFD
model described below. And the results of the FVC@®#e used to validate the CFD results.

3
66.22-06.21 662 Tirray

Figure 7-5: Petit Passage Ocean Model. (left) Modater depth in m as used in the model, with thezdtions

of ADCP measurements. (centre) A comparison of tiglaent speed at location 3 from ADCPs (blue) @an2D

numerical simulation (red). (right) A snap shotloé¢ flow through Petit Passage from a 2D FVCOM sation.
The colours are the current speed in m/s.
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7.2.2 CFD Model

The first step to creating the CFD model was toeiheine where to place the inlet and outlet
boundaries. Flow visualization results from thee@t models described above were studied to decide
how much area to include in the model beyond thenohl itself. The initial CFD model created
(shown in Figure 7-6a) sought to minimize modeleats as the size of the CFD model is directly
linked to the computer run time. Simulation resultowever, showed that the structure of the flow
exiting the channel had a strong influence on tbe through the entire channel. Moreover, having a
boundary right at the channel entrance also did allotv the flow to develop naturally. It was
concluded that the extents of the model had toxended further out to more accurately capture the
complex flow structures entering and exiting tharaiel.

A revised model (shown in Figure 7-6b) was subsetiyiereated. This revised model included large
areas extending into St-Mary’s bay to the southtaedBay of Fundy to the north. The revised model
was also created to simulate both ebb and floaa fidws with a simple reversal of inlet and outlet
boundary conditions.

Figure 7-6: Petit Passage CFD model extents. a)dhmodel, b) Revised model

The CFD model was created using the same bathyrdatayas the Ocean model. The water elevation
was fixed at Om which corresponds to mean sea Iavble Ocean modelThe air water interface was
therefore not modeled. Instead, a slip wall (Zeigiion) boundary condition was used to model the
water surface. This was a necessary simplificatiecause of the very long computer run times that
would have been required to model the changingrveddéeation over a tidal cycle.

The mesh generated for the Petit Passage modebwensin Figure 7-7. Additional mesh refinement
was used within the passage to resolve the contpteulent flows. A maximum grid spacing of 12.5
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m in the horizontal direction (x-y) was used in thassage with additional refinement along the

shoreline in shallow areas as required. Beyordctitannel, the grid spacing was increased to 25 m.
The mesh spacing in the vertical direction varie@ughout the model depending on the local depth.
A cross section of the vertical mesh spacing isvshim Figure 7-7 . The mesh density was increased
near the channel bottom to resolve the boundamrlaffor reference, the vertical mesh spacing shown
in Figure 7-7 is approximately 0.5m near the bottord 2.5m near the water surface.

Figure 7-7: Mesh for Petit Passage CFD Model

With the geometry and mesh generation completendix¢ step was to define the CFD solver settings
and to assign boundary conditions at the chantetl amd outlet. The CFD simulation was run using a
number of turbulence models to evaluate model l#tabtonvergence and agreement with Acadia’s
Ocean model results. The following turbulence nimdere evaluated:

1. Reynolds Averaged Navier Stokes (RANS) + k-epsilon
2. RANS + Spalart-Allmaras

3. RANS + SST k-omega

4. Detached Eddy Simulation (DES) + Spalart-Allmaras
5. DES + SST k-omega

In terms of boundary conditions, the chosen approgas to specify the mass (water) flow at the inlet
boundary using values predicted by the Ocean médptessure outlet condition was specified at the
channel exit.

The mass flow rate was extracted from the Oceareimmeer a period of 6 hours (21,600s) when the
tide flows from north to south and for an additibBdours when the tide flows from south to nort.
trend line was fitted through the mass flow datala®wvn in Figure 7-8 and Figure 7-9. The equation
for the trend lines constituted the inlet boundzogditions for the CFD model. Alternatively, a lagk
table can be used, but requires addition modepsene depending on software used.
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Figure 7-8: Inlet Mass Flow rate predicted by Ocddndel — North to South Tidal Flow
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Figure 7-9: Inlet Mass Flow rate predicted by Ocddndel — South to North Tidal Flow

Finally, with the model fully configured and reatdybe run, a series of velocity probes were spetifi
throughout the channel to monitor current speeds the entire tidal cycle (see Figure 7-10).

The model was then run repeatedly to compare seBoln all five turbulence models listed above. The
velocity data recorder for each probe was subsdiyugliotted over the course of the tidal cycle. eTh
current speeds predicted by the Ocean model wsoepbdtted for comparison.

Figure 7-11 and Figure 7-12 provide a comparisometdcity magnitudes for all probes for a North-
South tidal cycle and South-North tidal cycle. daneral, relatively good agreement was shown
between the CFD and oceanographic simulations. Seart-Allmaras based turbulence models
showed the largest fluctuations in velocity. Thegrevalso the least stable of the turbulence models
exhibiting poor convergence.

Since field data was not available for validatiahthe time the models were run) it is was not ibtess

to determine which turbulence model produced thsetraocurate results. The DES + SST model was
therefore selected because it is a hybrid modedipgroach that combines the strengths of RANS
models in the shear layers with Large Eddy Simoe(LES) models in the unsteady separated regions.
This decision will need to be reviewed once val@atata is available from current measurements in
Petit Passage.
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Figure 7-10: Locations selected for velocity prabenitors
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Figure 7-11: Velocity over North-South Tidal Cy&be probes A to H
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7.2.3 Selection of potential turbine deployment sites

The primary objective of CFD and Ocean modelingpignable the project developer and technology
provider to select a suitable turbine deploymetet Jiypical criteria for site selection include:

* Low turbulence levels;

« High capacity factor;

* Flow speeds consistently reaching 3m/s on bothaeblflood:;

e Minimize distance to shore (minimize cost of sub-sable);

e Minimum variation in incoming flow direction alongnd 180deg change in flow direction
between ebb and flood;

» Added criteria may be imposed related to depthubh®ergence and minimum draft allowance
overtop of the turbine.

For Petit Passage, it was assumed that the tunmotl be submerged and requires at least 5 m @if dra
allowance overtop during low tide to enable safespge of local fishing vessels.

An animation showing the flow through petit passageredicted by the CFD simulations was created
to help narrow down a suitable turbine deploymeétd. sSThe animation was created using images
showing streamlines and velocity magnitudes altiegnater surface that were exported every 60s over
the course of the 6h simulation for both ebb awnddltides. Snapshots from the videos, provided in
Figure 7-13, clearly show that there are areaseafn; fast uni-directional flow as well as largeas in
Petit Passage dominated by large turbulent eddies.

c ju}
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er] o
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5 i @
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T Fast uni- . =] directional flow
directional flow
250
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200 Large
Large - turbulent
turbulent N eddies
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Figure 7-13: Velocity magnitude and streamlinesidgipeak North-South (left) and South-North (righaywv

The simulation results therefore suggest that #dst €hore of Petit Passage is more suitable fbimiir
deployment. Based on this information, the bathyyn@long the east shore was examined in search of
a promising deployment sight that satisfies theegahncriteria sought by project and technology
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developers. As shown in Figure 7-14, the northeth of Petit Passage, especially near the channel
entrance, is relatively shallow (approx 30m) ansl danore gradual slope leading up to the shore when
compared to the southern half. Turbines deployedgathe south-eastern shore of the passage would
therefore be located in waters up to 60m in deptloro a sloping bottom. While a more detailed
analysis of the bathymetry may reveal suitable @gpEnt locations along the south-eastern shore, for
the purposes of this project, the north-eastertigroof Petit Passage was selected for furtherystud

Depth (m)

.0

Figure 7-14: Depth Contours for Petit Passage

A series of velocity probes were placed 15m beloswvater surface along the north east shore of Peti
Passage as shown in Figure 7-15. The model wasr¢dem in both flood and ebb directions in order
to select a final deployment location for a turbine
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Figure 7-15: Velocity probes placed along northteas shore of Petit Passage

The results from the model runs are presenteddar€i7-16 for the North-South flow and in Figure
7-17 for the South-North flow. Both figures shoelacity magnitudes measured at each of the points
over the course of a tidal cycle. In addition ézarding velocity magnitudes, the x and y direction
components of velocity were recorded in order tdinoally align the turbine to maximum power
generation (capacity factor) during ebb and fldddltflows.

Based on results from these simulations, point R% selected as the deployment location for the
turbine because the flow at that site exhibiteddofliuctuations in velocity compared to other liocas
such as P1. Point P7 is also located in relatigbbllow water (~20m), reaches speeds of 3m/ssand i
situated on a level shelf which makes it easieiirfstallation of a submerged turbine. In gendtsd,
region between points P9 and P8 makes for a progsite for turbine deployment. Final selection
should be made by running the model for a ranggdaf cycles including a maximum spring tide as
opposed to the “typical” case considered for thiglg. Other factors such as distance to shoredble
laying, bottom composition, turbine specific regaients, etc. will also need to be considered before
selecting a deployment location.

Prepared for: OERA Final Report 100



Cross-coupling between device-level CFD and Ocegaptac Models applied to multiple TISECs in MineasBage February 112012

6

[4.]

'S

Maximum of Velocity: Magnitude (m/s)
N w

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000 22000
Time
—Vel - P1 Monitor —Vel - P2 Monitor —Vel - P3 Monitor
Vel - P4 Monitor —Vel - P5 Monitor Vel - Pé Monitor
—Vel - P7 Monitor — Vel - P8 Monitor —Vel - P9 Monitor
Figure 7-16: Velocity magnitudes for probes P1-BONorth-South flow
4

()

-

Maximum of Velocity: Magnitude (m/s)
[

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000 22000
Time

—Vel - P1 Monitor —Vel - P2 Monitor —Vel - P3 Monitor
Vel - P4 Monitor —Vel - P5 Monitor — Vel - P6 Monitor
—Vel - P7 Monitor —Vel - P8 Monitor —Vel - P9 Monitor

Figure 7-17: Velocity magnitudes for probes P1-B83outh-North flow

7.2.4 Power prediction by a single turbine over a typioaddl cycle

As a final step, a 10m diameter turbine (modeled perous disk) was added to the Petit Passage CFD
model. The turbine was placed at point P7, which idantified in the initial Petit Passage simuliasio
as having relatively stable, high speed flows.
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To extract the maximum possible power, the turlsineuld be aligned perpendicular to the flow. The x
and vy direction velocity vectors at point P7, cepending to peak current speeds, were therefore
calculated for both ebb and flood tidal flows. Td@imum turbine orientation for each flow direction
was determined from these velocity vectors. Sihesebb and flood flow directions were not exactly
180 degrees apart, the turbine was aligned bas#ttecmverage between the two optimum orientations.
The final disk normal is oriented at 106°4# of the West vector as shown in Figure 7-18.
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Porous Disk

Figure 7-18: Turbine disk orientation for Petit Pagje Model

The mesh topology and density on and around theugodisk was based on the flume tank scale
simulations described in Section 4. The mesh usedhie 10m diameter porous disk is a scaled up
version of the final mesh used in the flume tamkusation. Figure 7-19 shows a top view of the Petit
Passage mesh used for the North-to-South flowré&treed mesh region containing the porous disk can
be seen in the context of the larger Petit Passagh. The refined wake region shown in Figure 7-19
also indicates the orientation of the porous diskeparate mesh was built for the South-to-Notkvfl
with the refined wake region located to the Nofftithe disk.

Disk Location

Refined Wake Region

Figure 7-19: Top view of Petit Passage mesh witlallonesh refinement around a porous disk. The rslestvn
was for the North-to-South flow case.

The porous disk resistance coefficients were tunembrrespond to a-Gof roughly 0.9. The extracted
power results for both flow directions are showrigure 7-20. Clearly, for a turbine located atnpoi
P7, the extracted power is significantly greateemwthe tides flow from North to South. It is impant
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to bear in mind, however, that these results reptethe amount of power an idealized turbine can
extract from the flow and do not take into accaunibine specific hydrodynamic or mechanical losses.
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Figure 7-20: Power extracted through porous diskPetit Passage
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Figure 7-21: Wake shown behind turbine along a plabm below water level

7.3 SUMMARY AND NEXT STEPS

A mid-field cross-coupling method was successfitplemented and demonstrated for Petit Passage.
In general results from the CFD simulations shogedd agreement with Ocean model data, especially
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where the flow is relatively uni-directional andtrmdominated by large eddies. The final set of
simulations run with the inclusion of a turbine caldemonstrated the potential for using CFD to
calculate power extracted by the turbine over al tigricle as well as the wake generated by thertarbi
This methodology could therefore be extended toetiog tidal farm arrays with inclusion of turbine
interaction effects.

At this point, the CFD model of Petit Passage ilb @insidered preliminary because it has not been
validated against field data. While ADCP measureméiave been completed at several locations in
Petit Passage, the data is not yet available foliqrelease.

The next critical step in improving the mid-fieldoss-coupling approach is therefore to validate the
CFD models. The validation work entails:

* Determining if the turbulence model chosen (DES-S&Tin fact the most suitable for
modeling tidal flows;

* Mesh sensitivity study to determine if a coarserfifeer) mesh is required to best match ADCP
results, especially in terms of vertical resolution

» Time step study to determine if a time step larfe@mn 2 seconds can be used in order to
decrease overall computer time. For referendepk approximately 24h of computer time to
run 6h of real time using 6 processors in paralletrease the time step size (provided the
simulation remains stable and valid) will make rmgnmultiple tidal cycles much more
feasible.

« Determine impact of varying the bottom friction sifieation. For the simulations completed
as part of this project, the solver default valoed smooth surface was used to set the bottom
friction along the sea bottom. Specifying a rouggswill likely impact the vertical velocity
distribution by affecting the boundary layer growiihe roughness parameters should therefore
be tuned to better match the field data.

Once the validation work is complete, the next stefp determine what impact the assumption of a
fixed water elevation (fixed slip wall as opposedat free air-water interface) has on the accurdcy o
results for modeling flows through Petit Passage.

For shallow channels experiencing a significanaltichnge, a method will need to be developed to
capture the changing water elevation. A numbeptibns exist including:

« Creating a series of CFD models with varying degutld running incrementally over shorter
durations;

* Modeling the air-water interface (this will sigmifintly increase the computational time), or;

» Using a morphing mesh that allows the water surfacary over the course of the simulation.

Clearly, significant work remains to standardize thid-field cross-coupling method such that it ban
applied with confidence for a wide range of tidiaés Notwithstanding, the results to date are/ ver
promising and form a solid foundation for futurerko
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8 CONCLUSIONS

The yearlong project developed novel methods ofetiog tidal flows and turbine interactions. When
the project was initiated, the bounds of Ocean risogled CFD models were not yet understood by the
team. To date, the accepted approach by researahdrtechnology/project developers was to use
Ocean models for assessing the available tidalres@and modeling the flow through the channel. The
used of CFD models was typically limited to modglithhe actual turbine under idealized conditions
(straight channel) and for constant water speed.

This project pushed the bounds of both Ocean arid @Bdels. Attempts were made by the Ocean
modelers to refine their models down to the scéla turbine rotor. Attempts were also made by the
CFD modelers to simulate entire channels. Baseithese two approaches, the following two types of
coupling methods were identified and subsequemthjied to tidal passage in Nova Scotia:

1. Near Field Model: The Ocean model is used to model the tidal chariie resolution is
refined down to a volume no smaller than 2 turkdiemeters in size and relies on the CFD
model to provide thrust and power characteristiche turbine. This method was applied to
Minas Passage.

2. Mid Field model: The CFD model is used to model the entire tidalnciel. The conditions at
the boundaries of the channel are obtained frona@o®odels that span the entire region. This
method was applied to Petit Passage.

In the end, it was found that each modeling apprdea its share of strengths and weakness.

The CFD model is likely more effective at resolvitgmplex turbulent flow, 3D flow variations caused
by abrupt changes in bathymetry, and turbine amgractions, but (at this point), does not tak® in

account the changing water elevation (free-surfalcejuding the free-surface will likely make the
CFD model impractical for modeling more than a fesurs of a tidal cycle due to long computer run
times.

The Ocean models on the other hand remain the efiesttive tool for modeling tidal flows spanning
hundreds of kilometers. Promising results were alstained on the turbine scale demonstrating that
Ocean models can be further improved to captulertestidal resource interactions.

Whether a near field or mid-field approach is usetefore depends on factors such as the complexity
and scale of the site, if the purpose is for ihiiée survey or laying out of a tidal array, scafethe
project, etc.

The following sections provide more detailed cosins on each of the tasks completed as part®f thi
project.

8.1 FLUME TANK EXPERIMENTS

The flume scale experiments provided flow-fieldedahd porous disc drag force values that were used
to validate CFD simulation. The PIV system alsovfited very rich flow-field data for a variety of
array configurations clearly showing disc interact and wake recovery.

The disc drag force was measured with a load aeiséd in a custom built water-tight shell. It was
found that a disc porosity of 50% provided the dbthrust coefficient 0£0.9 which is representative
of a turbine operating at its maximum power outgiutvas found that the manufacturing process was
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repeatable, and different discs of the same desigd porosity had sufficiently similar drag
characteristics. It was also found that within thage of flow speeds employed, the drag and wake
recovery was not sensitive to the Reynolds numbihifr the experimental uncertainties).

8.2 COMPARISON BETWEENCFD AND EXPERIMENTS

It was found that the CFD simulations do a reasken@b in predicting the thrust force acting on
porous discs in several different array configunadi For all cases considered as part of this girdjee
thrust was predicted within 8% error. The estimatedertainty of porous-disc CFD predictions of
power relative to physical porous-disc experiméstapproximately 12% for all array configurations
considered in this report. Note that both CFD axpseemental porous disc methods are analogs for rea
rotors, and both represent ideal turbine powerawtiglg losses due to blade drag, tip loss etc.

The CFD simulations also did an adequate job ptiadiche wake recovery behind porous discs,
however, significant tuning of turbulence parameteas required to get a good match to experimental
data. Generally, the simulated wakes recover towlglunless sources of turbulence are added at the
disc, and even with increased turbulence it appthatslarger scale unsteady mixing is at play mathe
than simply subgrid-scale turbulent viscosity. Rartnore, the turbulence seems to decay too rajpidly
the simulations.

The fact that thrust forces for each of the turbinan be predicted with reasonable accuracy and the
wake can be tuned will allow site developers to thée simplified method for initial layout of tunise
arrays, especially when incorporated into a mitif@oss coupled model.

8.3 NEAR FIELD CROSSCOUPLING METHOD

The approach of the near-field coupling methodol@gi imbed individual turbines within the Ocean

model as sub-grid, volume-averaged drag elemehke turbine’s thrust and power are characterized
using CFD and subsequently averaged over an apat®polume and embedded in the Ocean model.
Passing the thrust and power parameters from tH2 ©Rhe Ocean model effectively couples the

models.

An advantage of this method is that it allows teDGmodel to do what it does best in modeling the
small-scale flow accurately, and allows the oceadehto do what it does best in efficiently modglin
the large-scale flows. The method is especiallwgréul when the turbines are fully modeled using
CFD as opposed to using a porous disk facsimile.

The near-field coupling methodology was initialgsted in a simplified ocean-scale test channel of
dimension 5km x 1km x50m. This stage of testireniffied an appropriate volume over which turbine
thrust and power characteristics should be averégedbe with side-length at least twice the di@mmet
of the turbine) and issues concerning the compigyiloif each model’s representation of turbulennd a
bottom friction. Typical differences in power estites were small; between the models were 1-3%.

Some simplified channel tests were also performitdl avtight packed three turbine array. The results
indicate that the turbine effects scale with thee 99f the entire array rather than a single turbine
some cases the volume may be too large to effégtigsolve the large-scale flow in the Ocean model.
Further development was outside the scope of thikvbut some strategies for future work have been
provided in the recommendations section.
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Testing in the simplified ocean-scale test chapneVided the background understanding necessary to
apply the methodology to a much more complex realdvenvironment: Minas Passage.

8.4 MINAS PASSAGE NEAR FIELD CROSSCOUPLED METHOD

The near field-modeling approach was tested oMilnas Passage site by modeling four 16m diameter
turbines, one at each of the FORCE test berthsh Bhthe four turbines was first modeled in CFB (a
a porous disk) in a 200m x 200m area surroundirdy &erth with detailed bathymetry. Inflow and
turbulence conditions were sourced from the Oceadetnfor the peak flood. To simplify the analysis
only the M2 tidal component was used to drive tystesn. At peak flood (nominally U=2.5m/s) the
total estimated power production in the Ocean meds 5MW. This value compares well with the
total predicted in CFD, but there are differengeshie power of individual turbines (10-26%). These
differences arise due to inconsistencies in howh @aodel resolves the flow in each sub-domain.
Nonetheless, since the turbine parameters chatilgeviith operating conditions the Ocean model is
still able to provide a robust estimate of power.

The near-field coupling method work shows greatnpse. The objective was to ensure consistency
between the Ocean and CFD models and in largdtpanvas achieved. This methodology has a range
of potential applications including:

« estimation of total extractable power from a tigigdtem;

« informing wide tidal site selection,

« array layout and channel build-out;

» investigation of the impact of a tidal installation current patterns and tidal range;
» Investigation of the impacts of tidal installatioms one another, etc.

With this methodology, regulators, developers atiiko stakeholders in tidal energy can virtually
investigate any number of ‘what if' scenarios fbe tinstallations of free stream turbines beforer eve
driving a pile or laying cable.

8.5 PeTIT PASSAGE MID FIELD CROSSCOUPLEDMETHOD

A mid-field cross-coupling method was successfitplemented and demonstrated for Petit Passage.
In general results from the CFD simulations shogedd agreement with Ocean model data, especially
where the flow is relatively uni-directional andtrdominated by large eddies. The final set of
simulations run with the inclusion of a turbine caldemonstrated the potential for using CFD to
calculate power extracted by the turbine over al tigricle as well as the wake generated by thertarbi
This methodology could therefore be extended toetiog tidal farm arrays with inclusion of turbine
interaction effects.

At this point, the CFD model of Petit Passage ilb @insidered preliminary because it has not been
validated against field data. While ADCP measureméiave been completed at several locations in
Petit Passage, the data is not yet available foliprelease.
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9 RECOMMENDATIONS FORFUTURE WORK

The recommendations for future work are summaraefibllows:

* Repeat the flume tank experiments using an achihimg rotor instead of the porous disks to
compare thrust and wake characteristics. This mitlvide a better understanding of the
strengths and weaknesses of using porous disostase facsimiles;

» Repeat CFD simulations of turbine arrays using nsogghisticated turbine representations such
as by using spinning actuator disks, actuatordipproaches, or modeling fully modeling the
turbine blades. This will provide a better underdiag each models capability to predict thrust
and wake interactions representative of turbinaswlill be deployed;

* Investigate and develop methods of modeling turbimays in Ocean Models;

e Determine if the near-field cross-coupling methadurately accounts for channel blockage
effects;

» Develop and test a full-coupled method by integgatDcean and CFD models using custom
“junction-box” routines that would update boundaognditions shared by both models every
time step;

« Validated the CFD model of Petit Passage agaielst flata;

« Implement a free-surface, or variable water surfacenid-field CFD models.

These recommendations are explained in additiogtalldelow.

9.1 FLUME TANK EXPERIMENTS

It was observed that the wake downstream of thesdigntained large scale eddies with a diameter
approximately 1/3 of the disc diameter. These eddiere shed from the peripheral edge of the disc,
and persisted for several diameters downstreanrdéf@aking-up into smaller scale turbulence. Due
to the presence of these flow structures, isotrapioulence is not a good assumption since theesddi
contribute to momentum transfer with a preferredation. Additionally, a time-averaged velocitylfie

is not sufficient to fully describe such a flow aadnore detailed characterization of the turbulence
would be beneficial for better understanding of flber. However, the value of such a study is lidite
since the wake structure behind a spinning rotdrdiffer from that of a porous disc. It is thoughiat

the study of actual spinning rotors is of much tgebenefit, and therefore UVIC will continue with
detailed flume tank experiments of a spinning randhe near future.

9.2 CFD SIMULATIONS

It would be possible to spend a great deal of tinméing turbulence model coefficients and sources of
turbulent kinetic energy to improve the match ofDOftredictions to the measured wakes behind porous
discs. It would also be possible to use large-esidyslation to better resolve the turbulence stmastu

in the wake. However, considering that the wakeirmbla spinning rotor will differ from that of a
porous disc, there is not a great deal of valuénig-tuning the turbulence parameters for the psrou
disc simulations. More time should be spent undaedihg how to best represent arrays of actual
spinning rotors in CFD simulations. UVIC plans teeua combination of high-fidelity CFD methods,
including actuator-line approaches, and experiméatsvork towards better understanding wake
interaction effects in arrays of spinning rotors.
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9.3 NEXT STEPSFORNEAR FIELD METHOD

Issues with the near-field coupling methodology evietentified both in the simplified ocean channel
scenario and in the Minas Passage scenario. Tl &% Ocean models were found to provide
differing results because the treatment of bottaatién and turbulence in each model were not thjric
consistent. Further work should be done to ingas#i these inconsistencies and to determine whether
they not they are important.

In the simulation of tight packed multi-turbine ays it was found that the required averaging volume
scaled with the entire size of the array rathen tthee individual turbines. Depending on the specif
problem, this scale may be too large to resolveldhge scale flows. A solution may be to use the
concept of building blocks of turbines. This invedvdividing the arrays along lines of symmetrynthe
using these planes as walls in the CFD model. mtiidual pieces would be assembled in the ocean
model; the end turbines would require special tneat. It is recommended that this approach be
investigated in future work. If successful it wowdxtend the applicability of the near-field couapl
method to tight packed multi turbine arrays.

Testing of multi-turbine arrays leads to discussidnblockage effects (where the presence of one
turbine affects the performance of another). Thisidt believed to be an issue with the ocean model
where any distribution of drag and closure is atmg@nd the flow adjusts accordingly. It is an ésu
with the CFD calculations however. At high blockag¢ios ideal tidal turbine performance can no
longer be considered independently; ideal turb@séstance coefficients may be much larger tharethos
predicted by the Betz Limit. This leads into fathliscussion of independent turbine control witrn
array as investigated by Vennel [17]. Further aede is required to identify how these concepts of
blockage and control can be applied to the nelt éieupling methodology.

Finally, a natural extension of this work is incorgtion of real turbine operation limitations (terand
power parameters curves, cut-in, cut out speell, sicthat the turbine parameters are a functighef
ambient current velocity. This would provide betestimates at current velocity, drag and power
outside of the turbine’s ideal operating conditiamd more closely simulate the operation of a real
turbine.

9.4 FuLLY COUPLEDAPPROACH

The near-field coupling method presented in thigore requires that CFD simulations be given
boundary conditions from ocean-scale simulatiom® Work done applying the near-field approach to
simulating turbines in Minas passage highlightexwiorkload involved in passing boundary conditions
from one type of model to another. The workload mhayreduced by developing software to actively
pass boundary conditions and turbine forces betvemean-scale and CFD scale simulation codes.
Fully coupling the methods in this manner has madyantages. For one, the need for empirical
parameterization of the turbines as sub-grid esti$ eliminated. This means that the power caionla
will come directly from the CFD simulation, whiclart resolve local flows due to bathymetry and due
to other turbines. UVIC plans to develop such ahmétby integrating FVCOM with CFX using
Fortran “junction-box” routines.

A fully coupled model can provide a benchmark fahes methods. This benchmark would be
determined by running the coupled model with tramsCFD simulations where the inflow boundaries
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are updated for each timestep of the ocean scatkelmbhis would be the highest fidelity option and
therefore provide the best predictions of powerdpotion. It will also be very computationally
expensive. With a benchmark established, seveffareint lower fidelity (faster) approaches can be
evaluated. For example, one approach would be si-gtatic method where the turbine is treated with
a sub-grid model as done in the near field apprpaesented in this report. The CFD simulation would
be run a few times throughout the tidal cycle tevaluate € and G* at different phases of the tidal
cycle. Many different schemes are possible, bubauit an established benchmark it would be difficult
to assess the merits of each.

9.5 NEXT STEPSFORMID FIELD METHOD

The next step in improving the mid-field cross-dingpapproach is to validate the CFD models against
field date. The validation work entails:

e Determining if the turbulence model chosen (DES-S8&Tin fact the most suitable for
modeling tidal flows;

¢ Mesh sensitivity study to determine if a coarserfifer) mesh is required to best match ADCP
results, especially in terms of vertical resolution

« Time step study to determine if a time step lanfemn 2 seconds can be used in order to
decrease overall computer time. For referendepit approximately 24h of computer time to
run 6h of real time using 6 processors in paralletrease the time step size (provided the
simulation remains stable and valid) will make rimgnmultiple tidal cycles much more
feasible.

» Determine impact of varying the bottom friction sifieation. For the simulations completed
as part of this project, the solver default valoed smooth surface was used to set the bottom
friction along the sea bottom. Specifying a rousgmwill likely impact the vertical velocity
distribution by affecting the boundary layer growiihe roughness parameters should therefore
be tuned to better match the field data.

Once the validation work is complete, the next stefp determine what impact the assumption of a
fixed water elevation (fixed slip wall as opposedat free air-water interface) has on the accurdcy o
results for modeling flows through Petit Passage.

For shallow channels experiencing a significanaltichnge, a method will need to be developed to
capture the changing water elevation. A numbeptibns exist including:

« Creating a series of CFD models with varying degutld running incrementally over shorter
durations;

* Modeling the air-water interface (this will sigmifintly increase the computational time), or;

» Using a morphing mesh that allows the water surfacary over the course of the simulation.

Clearly, significant work remains to standardize thid-field cross-coupling method such that it ban
applied with confidence for a wide range of tidiaés Notwithstanding, the results to date are/ver
promising and form a solid foundation for futurerko
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APPENDIXA: OVERVIEW OF RICOM

The River and Coastal Ocean Model (RICOM) was dmead by Dr. Roy Walters formally of the
National Institute for Water and Atmospheric Resbaxf New Zealand and US Geological Survey who
is now a modeling consultant with Cascadia CoasteReeh and formerly with Triton Consultants.
RICOM was developed to solve some of the longstangiroblems with finite element methods —
namely lack of local mass conservation and probleitis stability and/or accuracy with advection-
dominated flows. In addition, a double-averaginghnod (DAM) has been incorporated into the model
to allow an accurate approximation of subgrid ofgj@nd their effects on the volume averaged flow.
The latter provides a means to couple the restiksnall-scale CFD models with the large-scale Ocean
model.

RICOM solves the primitive hydrodynamic equatiorithva semi-implicit time-stepping scheme that is
unconditionally stable with respect to time-stepesso that the time-step size is controlled by the
physics of the specific problem under consideratather than by numerical constraints. Secondly, th
model uses a semi-Lagrangian approximation for etdwe that is accurate, stable, and robust which
yields accurate results without oscillations foghhispeed flows such as occur over weirs, in flow
constrictions, and tidal rapids. Finally, the modsés a finite element spatial approximation tlseg
considerable flexibility in designing the computaial grid. The particular elements that are chosen
have no spurious modes so that the solution isdfegid-scale oscillations (Walters and Casuli9g;
Walters, 2006; Walters et al, 2009). Because of dbsign of the algorithm, wetting and drying
capabilities are inherent to the finite volume @ummty equation and do not require any special
attention. In addition, the model conserves madgh tacally and globally which is an important
property when dealing with solute and particulaamsport, especially when the transport equatioas a
in a finite volume form.

RiCOM is formulated from the Reynolds-averaged Me8tokes equations that are time averaged over
turbulent time scales. The governing equationdar&/ed using the Boussinesq approximation and by
introducing a rotating frame of reference. The ¢igua are spatially averaged to derive double-
averaged equations that allow sub-grid spatial ceffgvegetation, bottom roughness, etc.) to be
included in a rigorous manner (Walters and Plev@820The discretized equations are derived using a
finite element approximation in space and a fidiiference approximation in time. A more detailed
description of the technical model background caifolind in Walters et al (2009, model NPI).

Triton have applied RiCOM successfully to a numderecent projects including storm surge estimates
for the southern Beaufort Sea (Canada), tidal dyrsmin the Fraser River (B.C.), Cook Inlet Alaska,
South West Korea, Discovery Islands (BC) and the &a-undy/Minas Passage (years 2009 to 2011)
in eastern North America. In all these projectsrttoglel was validated in both 2D and 3D mode against
measured tidal height and ADCP current data. Ttex aree projects include the determination and
location of tidal current resources for two largean energy developments.

Two unstructured RiCOM computational model gridsevdeveloped for the 2009-2011 Bay of Fundy/
Minas Tidal Resource Modelling studies. Model 1 hamaximum resolution of 50-75 m in Minas

Passage. Model 2 has a maximum resolution of 16116 Minas passage. In both model grids the
computational edge size reduces from about 17 kriiherdeepwater Atlantic driving boundary to the
refined area of the model in Minas Basin and MiRassage. In recent 2011 work the RiCOM model
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was successfully validated (in both 2D & 3D) aghiB® ADCP measurements (8 deployments)
collected by DFO in 2009.
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APPENDIXB: PIV SOFTWARE SETTINGS.

Specific software options for processing instantaisevector fields using Davis 7.2 are describetthén
following:

Image pre-processing: Some images did not have constant backgroundsityenvhich can
interfere with the correlation function evaluatidrhe optionsubtract sliding backgroundias
used to normalize the background intensity. A ikregale of 10px (approximately 3 times the
average particle diameter) was chosen for thisoopti
Correlation mode: Since images were taken using the double-framéldeaxposure model,
the vectors were calculated using cross correlatieiween the two frames taken for each
recording.
Adaptive multi-pass processing: An initial vector field was first computed usirigrge
interrogation windows 128px x 128px. The next passd 64px x 64px and the windows were
shifted in the second frame using the vector fietan the first pass. Shifting the windows
reduces the number of particles leaving the ingation window in the second frame and
therefore allows the vector field to be computethvsetter resolution. The final pass used 32px
x 32px windows.
Oversampling: The interrogation windows overlapped each otfidre greater the overlap, the
higher resolution the flow field solution for a éiet interrogation window size. 50% overlap was
used for all passes of the multi-pass processing, the final flowfield therefore had a
resolution of 16px 1.7mmCorrelation Function Evaluation: The correlation function was
evaluated using a cyclic fast Fourier transformTF&pproximation which is much faster (
50x) than a direct evaluation. The selected softvegation wadl x 12 via FFT with no zero
padding This method requires that the pixel displacemieness than 1/3 of the (shifted)
interrogation window and therefore requires iteeatieduction of the window size (see the
bullet on adaptive multi-pass) for good resultse Torrelation function is calculated for each
interrogation window and maps correlation intendity displacement (dx,dy). The peak
correlation corresponds to the most likely disphaent within the interrogation window. In
multi-pass processing, the window is shifted ingbeond frame, so the total displacement used
to calculate the velocity is equal to the windowspdiacement plus the displacement found using
the correlation function.
Q criterion: sometimes the correlation function gives multipleaks, resulting in some
ambiguity about the true velocity. When there isyame peak, there is a low probability that
the computed vector is erroneous. When two peaks similar magnitude, the vector may be
erroneous and is deleted. With reference to figareguality parameter can be defined:
P1-min

Q= 2min' Any vectors with Q<1.3 were removed to reducdlitedihood of bad vectors.

correlation

Peak 1
level 220 PR -

P2

min

shift (Ax)

Figure B-1: The correlation function may produceltiple peaks
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 Median Filter: The Q-criterion is sometimes insufficient for idiéyihg erroneous vectors, so
an additional vector removal strategy called a medilter was also used. The selected
software option wastrongly remove and iteratively replacé his filter involves several steps
that will not be discussed here, but the generategly is to remove any vectors which were
different by more than X (user choice set to X=tandard deviations from the median of their
neighboring vectors. This filter is robust and étiaies most bad vectors. Sometimes this filter
leaves isolated small groups of vectors (which meayerroneous) and an additional removal
criterion that groups of less than 4 vectors betdel was also used.

* Interpolation: Once the above two filters have been applied thezaypically some holes in
the vector field. These were filled-in using themage of all remaining neighbor vectors. (This
is applied iteratively)

The vector removal and filling-in of missing ve&are applied at each step of the adaptive musts-pa

procedure. This is important because erroneoudreetould produce incorrect window shifts which

would then produce more bad vectors. After thel fpess, the Q-criterion and median filter were re-
applied for post processing. An additional 3x3 sthimy filter was also applied to ensure a smoothly
varying velocity field.
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APPENDIXC: DISSIPATIONRATE CALCULATION

This appendix gives further detail regarding thiewdation of the turbulent dissipation rate usihg t
available PIV data.

Most of the turbulent kinetic energy is containedthe largest scale turbulent eddies (with length
scaleL.). So it is a reasonable approximation to assumiiettie dissipation rate can be defined by;

3
ke (36)

Once the dissipation rate is estimated, the Kolmmgecale can be found from its definition;

1
-

€

Now, there is an additional complication due to faet that PIV inherently under-predicts the
fluctuating velocity components at wavelengths Wwhare short relative to the data resolution. Each
velocity vector calculated by PIV represents arrayed quantity taken from a sampling volume with
dimensions L x L x H where L is the spatial dimensof the interrogation window and H is the lesser
of the laser sheet thickness or the camera depfbca. This volume averaging inherent in PIV fifte
out fluctuations below a certain cutoff wavelength. analytical correction has been defined by Lavoi
et al. (2007) to correct for this spatial attenorati A strict application of the method would requa-
priori knowledge of the turbulence spectra, which is uitalvie for the present experiments. However,
given that only the inertial subrange (which isitmin all turbulent flows) is of interest for theresent
method, the particular spectra used in determittiegcorrection factor is of little relevance. Al
the correctionR,; (K;) was applied using interpolation between the cupesided by figure 2 of
Lavoie et al. (2007). Note th&,;(K,) is a function of wavenumber, and depends on the ddtthe
PIV sampling volume size to the Kolmogorov saal&he energy spectra were corrected according to;

i (K1)
Rui(Kl)
The general procedure for the method was as follows

EiCiOT'T'ect(Kl) — (38)

Use a one-dimensional FFT to find averaged K;) and E,, (K,) from N, vector fields.

Find the turbulent kinetic energy

Assume an integral length scdle

Calculate the dissipation rate and Kolmogorov scale

Determine the spatial resolution correctiyp (K;)

Non-dimensionalize the obtained energy spectra.

Plot the corrected PIV spectra and the universairttical spectra together.

Tune the length scale and repeat steps 3-7 umtittinrected PIV spectra and the theoretical
spectra match-up in the inertial subrange.

©NOoO O A®WNPE

The method was applied to the PIV data for the nuipstream frame of case 7b. For this particular
case, the PIV vector field was determined usingriogation windows of 12pxx12px=1.7mmx1.7mm.
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The resulting energy spectra for each sample ire tare plotted in Figure C-1. The averaged and
corrected energy spectra are plotted along withittberetical spectra for the inertial subrangeigufe

C-2.

(a9)1

107}
Ey DIV | - o :
2 A [ v v e i L
10-2 2 ;1 0
10 10 10
Kin

Figure C-1: One-Dimensional turbulence energy sgeftom PIV data
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Figure C-2: Averaged one-dimensional turbulencergnspectra from PIV data compared to theoretig@cra
for the inertial sub-range
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APPENDIXD: MAVI MESHREFINEMENT STUDY

1. Momentum Source Mesh Study

A limited mesh study was completed to ensure madegdendent results. The Set 1 experimental
configuration was used a test case. The free critfaas not modeled. A trimmer mesh model was
used to generate the mesh because, in looking fdntige trimmer model is particularly well suitemt f
resolving the air-water interface. Figure D-1 shdhe five models of varying mesh densities thatewe

run. Mesh element sizes were scaled by a factef2dfetween Mesh 1, 2, and 3, with Mesh 1 being
the highest density mesh. The density of Mesh 45angre defined to have total cell counts between
Mesh 1 and 2. The level of mesh refinement wasedakioth in the far field as well as in close

proximity to the disks. A comparison case was algso using a polyhedral cell model as shown in
Figure D-2.

NN NN NN NN

Mesh 4

Mesh 5

l: # Velocity: Magnitude: (m/s)
a 0.05 0.1 a.15 0.2 0.25 0.3 035 0.4 0.45 0.5 0.55

Figure D-1: Horizontal Plane along tank centerlishoiwn gmesh refinement
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i

Figure D-2: Trimmed mesh with prism layers (leRplyhedral mesh without prims layers (right)

The key parameters used and the results of the méakment study are presented in Table D-1. Disk
thrust and power were calculated by summing thesthand power values through each mesh cell on
the disk. The same momentum source strength wasfisgefor all simulations. The following formula
was used to estimate the momentum source streegthto achieve the target thrust coefficient of 0.9

1
QPVZCT

Mom. St th =
om.Streng Thi

Where:
p is the density of water;
v is the velocity at the inlet;
C: is the thrust coefficient, and
t is the thickness of the disk.

The volume averaged x-direction velocity passinguigh the disk was also monitored for comparison.
The results show that the strength of the momersnance estimated using the above formula needs to
be increased to achieve the desired thrust coefici Nonetheless, a comparison can be made to
determine the level of mesh density required taensgalid results.

Table D-1: CFD results from mesh refinement study

Number Sim. Inlet Target C; X-Mom. Disk Disk Disk Measured Measured
of Cells Velocity Strength Force Velocity Power C C
[N/m?] [N] [m/s] (W)

17374 SET_1l-a-msh3 0.50 0.90 22433 0.742 0.343 0.26396 0.758 0.5393467
101892 SET_1-a-msh2 0.50 0.90 22433 0.738 0.342 0.26277 0.754 0.5369143
217404 SET_1l-a-msh4 0.50 0.90 22433 0.780 0.351 0.2795 0.797 0.5710991
290576 SET_l-a-msh5 0.50 0.90 22433 0.772 0.351 0.27616 0.789 0.564291
373539 SET_l-a-mshl 0.50 0.90 22433 0.771 0.352 0.27476  0.787 0.5614118
354996 SET_1l-a-msh5 poly mesh 0.50 0.90 22433 0.766 0.352 0.26983 0.782 0.5513531
333584 SET_1l-a-mshb5 prim mesh 0.50 0.90 22433 0.771 0.367 0.28288 0.788 0.5780046
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As shown in Figure D-3, Mesh 5 provides a good ammise between accuracy and mesh density.

In order to evaluate the choice of meshing modelthm measured thrust (trimmer vs. polyhedral
mesher), the Mesh 5 parameters were used withyaguadal mesh model. A percent difference of 1.7%
was calculated for the power coefficient.

An additional model based on Mesh 5 was createld aviprism layer along the tank walls, bottom and
top with adequate refinement to capture the boynldaeer. For this model, the walls were specified
with a non-slip condition. The refinement along twalls was specified to achieve a y+ value of
approximately 1 as required by the SST model.

0.585

0.580

3
0.575 Mesh 3

0.570 -

& 0.565 *

0.560 -
Mesh |4

Mesh 5

0.555

Measured

0.550 -

0.545

Mesh 1

0.540 B 3
0.535 ‘ Mesh 2

0.530

0 50 100 150 200 250 300 350 400
Number of Cells (x 1000)

4 Trimmer Mesh M Polyhedral Mesh A Trimer + Prism Mesh

Figure D-3: Results from Mesh Density Study

Figure D-4 provides velocity contour plots on aibontal plane centered along the disk contrastieg t
case of using slip walls vs. no-slip walls. Evéough the calculated thrust on the disk was nearly
identical for both cases, some variation in thevffield can be observed, especially near the walis.
this point in the study, this variation is noted deemed to be second order given that the impact o
measured thrust is negligible.
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Velocity: Magnifude (m/s)

s 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55

0 0.05 0.1 0.15

Figure D-4: Velocity magnitude contours comparinghadel run with and without slip walls

s
|

2. PorousDisk Mesh Study

For future simulations with the porous disk, a tedi mesh study was completed on the porous disk
simulations to ensure mesh independent resulte Set 1 experimental configuration was used as a
test case. The free surface was not modeled.elipitvious mesh study the trimmer meshing model
was used because this model is well suited toviegpthe air-water interface and it was expected &
free-surface would need to be modeled as the pgrpj@gressed to modeling large ocean channels.
However, initial simulations of these large chasrmlggest that accurately capturing the free-sairfac
shape is not necessary when modeling these subthéugaines operating at low blockage ratios.
Therefore, for the porous disk mesh study, the lpadyal mesher was used due to the greater control
over mesh density it provides.

Five unstructured polyhedral meshes of increasigsity were generated and run at a free-stream
velocity of 0.5m/s. Mesh element sizes were scélgda factor of 1.3 between the meshes. All
simulations were run at the default turbulencenrisity of 1%. Table D-2 contains the mesh detaitd an
thrust and power coefficient results.

Table D-2: Porous disk mesh study results

Mesh # of Elements C; Co

A 1109524 0.919 0.601
B 491421 0.919 0.602
C 267245 0.923 0.605
D 143446 0.923 0.605
E 78345 0.930 0.611
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Figure D-5: Power coefficient vs. number of mesmeaints for porous disk simulations

Figure D-5 shows the power coefficient vs. the nanmdf mesh elements. Over the range of mesh sizes
run, there is a small variation irb.CThe difference in £between the highest density mesh (Mesh A)
and the lowest (Mesh E) is 1.57%. The differencevben Mesh C and Mesh A is 0.64%. Mesh C
provides a good compromise between accuracy anguational time and therefore is used in all
subsequent single disk simulations.
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